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Abstract

The IIa–III2–VI4 (IIa ¼ Ca,Sr, III ¼ Ga,In, VI ¼ S,Se) compounds generally have high melting points more than

1100 1C, and some of them, e.g., SrIn2VI4 (VI ¼ S,Se) prefer freezing with supercooling, which makes their crystal

growth very difficult. Here, we have adopted a carbon crucible sealed in a quartz ampoule to escape from both the

supercooling and the reactivity near the melting point. We have devised the shape of a crucible by preparing a small

capillary followed by a bigger hollow pipe for obtaining a large single crystal. A compound is filled in the hole of a

crucible by setting the thin part down. It is first heated above the meting point to melt and then cooled down below the

supercooling point, where it is solidified. It is again heated to melt but this time keeping the temperature of the small

bottom part of a capillary a little below the melting point. Then the melt is slowly cooled down. The nucleation is

started from the polycrystalline remainder near the bottom, resulting in a seed crystal in the rest of the thin part as

temperature lowers. With the help of the seed, a single crystal continues to grow in a bigger hollow-pipe part of a

crucible. Single crystals of SrIn2S4 and SrIn2Se4 are grown by this method, and their optical absorption is measured.

r 2004 Elsevier B.V. All rights reserved.

PACS: 81.10.�h

Keywords: A1. Supercooling; A2. Horizontal Bridgman method; B1. SrIn2S4; B1. SrIn2Se4

1. Introduction

Recently rare earth element doped IIa–III2–VI4
(IIa ¼ Ca,Sr, III ¼ Ga,In, VI ¼ S,Se) compounds
attract much attention as host materials for
visible-light emitting devices. In general, the

constituent elements of these compounds are
chemically very reactive with each other, so that
explosion of the sealed container sometimes
happens during their synthesis. In addition, the
resultant compounds have high melting points
more than 1100 1C, making their synthesis rather
difficult. Further, some of them, e.g., SrIn2VI4
(VI ¼ S,Se) prefer freezing with supercooling, also
making crystal growth difficult. SrIn2VI4
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(VI ¼ S,Se) compounds were first studied by Klee
[1] in 1979, followed by Kipp [2], Donohue [3] and
Eisenmann [4]. However, the single crystals having
enough size for optical assessment were not
obtained up to now mainly due to the reason
stated above.

Here, we have adopted a carbon crucible sealed
in a quartz ampoule to escape from both the
supercooling and the sticking between a melt and
its container near the melting point, and succeeded
in growing their single crystals for the first time.
The key point was how to make a seed for the
initial crystal growth and actually it was the shape
of the carbon crucible in our case. Single crystals
of SrIn2S4 and SrIn2Se4 are grown by this method,
and the results of their optical absorption are
presented.

2. Thermal properties

To begin with, the thermal properties of the
compounds composing SrIn2S4 and SrIn2Se4 were
examined by means of differential thermal analysis
(DTA) [5]. In Fig. 1(a) and (b), exothermic and
endothermic chemical reactions were seen as DTA
signals with peaks and dips, respectively. Sr
reacted with S and Se around 250 and 450 1C

accompanying abrupt emission of heat, respec-
tively. This reaction sometimes gave strong ther-
mal shock to cause quartz ampoules break. The
chemical reaction between In and (S and Se) also
occurred with abrupt heat emission around 650
and 250 1C, respectively, producing compounds of
In2S3 and In2Se3. The former often causes explo-
sion of a quartz ampoule due to the high vapor
pressure of S, while the latter scatters In2Se3
droplets inside the whole ampoule due to the
violent chemical reaction. To escape from those
phenomena, compounds of In2S3 and In2Se3
prepared in advance were used instead of raw
elements (see the third and fourth DTA curves
from the top in Fig. 1). Finally, it should be noted
that a big supercooling occurred around 900 and
800 1C, respectively, far below each melting point
on cooling (see the dotted curves in Fig. 1).
Next, pseudo-phase diagrams of the SrS-In2S3

and -In2Se3 systems were constructed using DTA
and powder X-ray diffraction, as shown Fig. 2(a)
and (b). Experimental details are described else-
where [5–7]. As seen in Fig. 2, eutectic reactions
appear in both diagrams. In the case of SrIn2S4, it
forms a congruent melt, while SrIn2Se4 is an
incongruent one having peritectic reaction. Thus
for the former compound, both melt and flux
(using In2S3 as a self flux) growth methods can be
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applied for preparing single crystals, while for the
latter one, the flux growth (using In2Se3 as a self
flux in this case) is preferred.

In conclusion of this section, we have to avoid
the supercooling when growing single crystals of
SrIn2S4 and SrIn2Se4 and also the peritectic
reaction in the case of SrIn2Se4. Based on these
results, we have decided to grow single crystals
using seeds. If seeds exist, single crystals are
expected to grow without occurrence of super-
cooling even at the peritectic point [8].

3. Crystal growth

3.1. Preparation of precursors

The precursors of SrIn2S4 and SrIn2Se4 were
prepared by combining Sr, S, and Se elements with
In2S3 and In2Se3 compounds, respectively. The
metal and indium compounds were set in one end
of a long quartz ampoule, while S and Se elements
were set in the other end. The metal part was
heated and hold at 700 1C and the chalcogen part
at 400 1C. After 1 day, all chalcogen was absorbed
by the metal. Then the metal part was heated up to
about 5 1C below the melting point, while keeping
the chalcogen part at 600 1C. Thus the precursors
were finally prepared by the solid-state reaction,
which was important to prevent the products from

sticking to the ampoule wall. These products were
supplied for the crystal growth described below.

3.2. A specially devised crucible and the crystal

growth

How to make a seed just before the single crystal
growth starts is the key problem to be solved for
the successful crystal growing [8]. For this
purpose, the form of a crucible was specially
devised. Carbon was adopted as a constructing
material. A small (3mm in diameter) hole was
drilled in a carbon rod of 12mmø� 100mm for
40mm in depth, and a bigger hollow cylinder of
8mm in diameter and 60mm in length was made
coaxially following it. A photo of the crucible is
shown in Fig. 3(a). For easily taking out a grown
crystal, a crucible was cut into two parts along the
central axis, and two caps were prepared for both
ends for preventing the melt from flowing out. A
compound is filled in the hole of a crucible by
setting the thin part down, that is, in the left-hand
side in Fig. 3. The crucible was then set in a
horizontal Bridgman furnace and heated above the
meting point and then cooled down below the
supercooling point, where the compound is solidi-
fied. It is again heated to melt but this time keeping
the bottom part of the crucible a little below the
melting point, that is, a temperature gradient was
intentionally made for it. Then it is slowly cooled
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down. The nucleation is started from the remain-
ing polycrystals near the bottom, resulting in a
seed crystal in the rest part of the thin hole as
temperature lowers. With the help of the seed, a

single crystal continues to grow in a bigger hollow
part of a crucible as shown in Fig. 3(b). Cleaved
surfaces were clearly observed at both thin and
thick parts of a grown SrIn2S4 crystal. A single
crystal was grown from about 10mm after the
beginning of the thin part. Two kinds of single
crystals of SrIn2S4 and SrIn2Se4 were grown by
this method.

4. Optical absorption measurements

Absorption measurements were carried out
using single crystal plates with thickness of 20 mm
in the temperature range from 10 to 300K as
shown in Fig. 4(a) and (b). The insets are
photographs of each sample plate used. SrIn2S4
is transparent and colorless, while SrIn2Se4 is
transparent but dark-orange colored. The absorp-
tion edge energies, Eg of SrIn2S4 and SrIn2Se4 were
estimated as 3.6 and 2.8 eV at 0K, respectively,
and their temperature variations were expressed as
follows:

EgðTÞ ¼ Egð0Þ �
aT2

T þ b
;

where a are given as 8.8� 10�4 and 7.8� 10�4 eV/
K, and b are 106 and 197K, respectively. These
values are comparable with those of CaGa2S4
(a¼ 1:2� 10�3 eV=K and b ¼ 235K) and SrGa2S4
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(a ¼ 1:7� 10�3 eV=K and b ¼ 459K) [7]. The
smaller values of b may indicate the weaker bond
strength in SrIn2S4 and SrIn2Se4 in comparison to
Ca and Sr thiogallates.

5. Summary

Single crystals of SrIn2S4 and SrIn2Se4 were
successfully grown using a specially devised carbon
crucible for escaping from the supercooling. It was
also found that the carbon crucible was effective
for preventing the high-temperature melt from
sticking to the wall inside quartz ampoules.
Absorption measurements were carried out to
determine the energy gaps of both materials.
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Abstract

We have observed the flux motion using Hall probe sensors that are placed on the surface of high quality Y–Ba–Cu–O

and Gd–Ba–Cu–O disks 15 mm in diameter with 0.95 mm thickness with applying pulsed magnetic field. The peak value

of the field was varied from 0.1 to 0.8 T. The effects of static bias fields was also studied in the field range of 0–3 T at

77 K. Gd–Ba–Cu–O shows the clear secondary peak effect on the Jc–B curve so that the pinning property was different

from Y–Ba–Cu–O for which Jc monotonically decreases with field. The flux motion was enhanced in Y–Ba–Cu–O with

increasing static bias field, while that was suppressed in Gd–Ba–Cu–O, reflecting the secondary peak effect.

� 2003 Elsevier B.V. All rights reserved.

PACS: 74.72.)h; 74.60.Ge
Keywords: Pulsed-magnetic magnetization; Peak effect; GdBa2Cu3Oy; YBa2Cu3Oy

1. Introduction

Bulk Y–Ba–Cu–O exhibits the critical current

density (Jc) exceeding 1� 104 A/cm2 at 77 K and

has potential for various engineering applications.

Recently, LRE–Ba–Cu–O (LRE: Nd, Sm, Eu and

Gd) superconductors have been found to exhibit

higher Jc values of 5–10� 104 A/cm2 at 77 K

accompanied by the secondary peak effect on the

Jc–B curve [1]. Hence LRE–Ba–Cu–O bulk super-

conductors are promising candidates for high field

applications such as high trapped-field magnets.

The secondary peak effect of LRE–Ba–Cu–O

has been intensively studied in a static magnetic
field [2–4]. It will be interesting to study how the

peak effect affects the dynamical motion of flux

lines.

In this work, we therefore studied the response

of Y–Ba–Cu–O and Gd–Ba–Cu–O disk samples to

pulse magnetic fields with an emphasis placed on

the effect of secondary peak on flux pinning

properties.
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2. Experimental

Bulk Y–Ba–Cu–O (YBa2Cu3Oy:Y2BaCuO5 ¼
10:4) and Gd–Ba–Cu–O (GdBa2Cu3Oy:Gd2-

BaCuO5 ¼ 10:4) were prepared with the top-seeded
melt-growth (TSMG) process in air [5,6]. The disk

samples with dimensions of 15.03 mm in diameter

and thickness of 0.95 mm were cut from TSMG

processed blocks with the c-axis perpendicular to
the wide surface.

Fig. 1 shows the distribution of the axial com-

ponent of the trapped flux density Bz at 77 K for

Y–Ba–Cu–O and Gd–Ba–Cu–O disk samples. A
single-peak profile indicates that the both samples

are single-grain without weak-links. Fig. 2

shows the Jc–B curves for Y–Ba–Cu–O and Gd–

Ba–Cu–O specimens. The Jc values were estimated
based on the extended Bean model [7]. The Gd–

Ba–Cu–O specimen exhibited the secondary peak

effect at about 2 T. Fig. 3 illustrates the geomet-
rical configuration of the main part of our exper-
imental apparatus [8]. The sample was set at the

center of the inner normal conducting coil set in a

superconducting magnet. The peak value of the

applying pulsed field was varied from 0.1 to 0.8 T

with static bias fields in the range of 0–3 T at 77 K.

Magnetic flux distribution on the sample surface

was measured with five Hall probe sensors placed

along radial direction as shown in Fig. 3(b).

3. Results and discussion

3.1. Magnetic flux density distribution

Fig. 4 shows the time-dependence of the field

distribution on the surface of Gd–Ba–Cu–O and
Y–Ba–Cu–O samples when a single pulse of 0.6 T

was applied at 77 K in the presence of the static

magnetic field of 0–2 T. The magnetic flux pene-

trated from the edge of the sample, and its density

decreased from the edge toward the center. In the

case of Y–Ba–Cu–O, the amount of penetrated

field was always greater in the presence of static

bias field than that in the absence of the static field.
In contrast, the resistance against flux penetration

in case of Gd–Ba–Cu–O was enhanced with

Fig. 1. Trapped field distribution for (a) Y–Ba–Cu–O and (b)

Gd–Ba–Cu–O samples about 15 mm in diameter measured by

scanning a Hall sensor at 1 mm above the sample surface.

Fig. 2. Field dependence of the critical current density (Jc) for
the Y–Ba–Cu–O and Gd–Ba–Cu–O samples. It should be noted

that Gd–Ba–Cu–O exhibits clear secondary peak effect on the

Jc–B curve.

392 K. Yoshizawa et al. / Physica C 392–396 (2003) 391–395



increasing static bias field, which reflects the sec-

ondary peak effect.

3.2. Voltage–current characteristics

It is seen from Fig. 4 that the flux gradient is

steeper near the edge in the field increasing pro-

cess. The radial field gradient (oB=or) and the time

derivative (oB=ot) of magnetic field correspond to

the current and voltage, respectively [8]. Based on

this, the static field dependence of voltage–current

(V –I) characteristics was deduced from Fig. 4, and

the results are shown in Fig. 5. In the case of Y–

Ba–Cu–O, the slope of V –I curve became steeper
and shifted toward the lower I region as the static

field increased. In the case of Gd–Ba–Cu–O,

however, at first the inclination of V –I curve be-
came steeper, and it became gradual by piecemeal

when the static field topped 2 T. In addition, as the

superimposed static magnetic field increased, the

value of I at V ¼ 0 (Jc) was larger than the value

without static bias field.

3.3. Flow resistivity

As is clearly seen from Fig. 5, V –I curves have
gradient like a normal conducting state, showing

that some resistance is created by flux motion,

Fig. 3. (a) Schematic diagram of an experimental setup. A

pulsed magnetic field is generated by the main coil, and the

static field is generated by the superconducting magnet coil. The

sample was set at the center of the main coil. (b) The magnetic

field of a sample surface was measured with five Hall sensors

placed on the sample surface.

Fig. 4. Flux density distribution during the pulse field magne-

tization process in Y–Ba–Cu–O and Gd–Ba–Cu–O samples at

77 K. The center of a sample is the origin. The data on the left

hand side is for the increasing field process and those on the

right hand side for the decreasing field process.
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which is called the flow resistivity. Here the flux

flow resistivity qf is given by the following relation:

qf ¼
E
J
; ð1Þ

where E is the electric field and J the current

density.
The motion of quantized fluxoids are governed

by the balance of the pinning force FP the Lorentz
force FL and the viscosity force FV. These forces

are expressed by the following equation:

FP ¼ Jc � B; ð2Þ

FL ¼ J � B; ð3Þ

FV ¼ �g
Bj j
U0

� �
; ð4Þ

where J , Jc, U0 and g is the current density,

the critical current density, the flux quantum and

the viscous coefficient, respectively. For J > Jc, the
electric field is E ¼ qfðJ � JcÞ. Consequently, g is

obtained from the following relation:

g ¼ U0B
qf

: ð5Þ
Fig. 6 shows the viscosity coefficients g evalu-

ated. The effect of the static magnetic field on the

viscosity coefficient is much greater than that of

Fig. 6. Plots of the viscosity coefficients g (a) as a function of

pulsed magnetic field and (b) as a function of static magnetic

field when the peak value of the pulsed magnet field is fixed at

0.6 T.

Fig. 5. Static field dependence of the voltage–current (V –I)
characteristics deduced from the pulse field magnetization ex-

periments. The time derivative (oB=ot) and the radial field

gradient (oB=or) of the magnetic field correspond to V and I,
respectively. The left hand side shows the characteristic of Gd–

Ba–Cu–O and the right side for Y–Ba–Cu–O.
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the pulsed magnetic field. And the value of vis-

cosity coefficient g of Y–Ba–Cu–O decreased with

increasing the static bias field. In sharp contrast,

the static field did not decrease the viscosity coef-

ficient g of Gd–Ba–Cu–O. It is also notable that

the value of viscosity coefficient g of Gd–Ba–Cu–O
reached minimum at 1 T, which also reflects the

secondary peak effect.

4. Summary

In this work, we have measured the flux motion

induced by pulsed magnetic field in Y–Ba–Cu–O
and Gd–Ba–Cu–O disks. The effect of static bias

field on the flux motion was also studied in the

range of 0–3 T at 77 K. In the presence of the static

bias field, the flux motion of Gd–Ba–Cu–O was

different from that of Y–Ba–Cu–O, reflecting the

secondary peak effect. The flux motion was en-

hanced with increasing static bias field in Y–Ba–

Cu–O, while the flux motion in Gd–Ba–Cu–O was
suppressed and the viscosity was enhanced with

increasing static field.
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Abstract

The Ce emission appearing in the blue–green region was investigated for CaGa2S4 and SrGa2S4. The room

temperature quantum efficiency as high as 73% was observed for a 0.4 wt% Ce-doped CaGa2S4 single crystal grown by

the melt method. The quantum efficiency decreased for a 0.8 wt% Ce-doped CaGa2S4 crystal and clear photoacoustic

signal was detected in this sample, indicating an increase of non-radiative transition. For each of these compounds,

ultraviolet (UV) excitation produced a hitherto unreported new UV emission which is thought to originate from 5d(Eg)

level of the Ce ion. Temperature dependent intensity changes observed in this UV emission and in the blue–green

emission suggest temperature dependent population transfer from the upper level of Eg to the lower level of T2g in the

excited state of 5d electrons.

q 2003 Elsevier Ltd. All rights reserved.

1. Introduction

Ce-doped alkaline earth thiogallates are regarded as

promising host materials for blue–green light emitting

devices including lasers [1,2]. Photoluminescence spectra of

CaGa2S4:Ce and SrGa2S4:Ce are known to exhibit the

characteristic blue–green double bands [1]. In order to

realize light emitting device applications, it is necessary to

fully understand radiative and non-radiative processes of

this Ce impurity center. This study is concerned with

photoluminescence (PL) and photoluminescence excitation

(PLE) spectra, absorption and photoacoustic (PA) spectra,

photoluminescence quantum efficiencies, and relations

among them, mainly with CaGa2S4 crystals of different Ce

concentrations.

In the ultraviolet region of the spectrum of each

compound, a new emission which was not reported before

has been found in this study. Temperature dependent

intensity changes of the UV and blue–green emissions are

discussed in terms of a configuration coordinate model for

the Ce ion.

2. Experimental

Polycrystalline CaGa2S4:Ce and SrGa2S4:Ce samples

were synthesized from CaS/SrS and Ga2S3 powders mixed

in stoichiometric composition and annealed at 900 8C under

a stream of H2S(10%) þ Ar for 15 h. The initially obtained

polycrystalline samples were re-ground and then re-

annealed in the same atmosphere for 24 h. The dopant was

added into the source powder in the form of Ce2S3. General

emission characteristics are compared for polycrystalline

CaGa2S4:Ce and SrGa2S4:Ce. In order to know detailed

characteristics of the blue–green emission, single crystals of

CaGa2S4:Ce were grown by the melt method at an ampoule

cooling speed of 0.5 cm/h from 1150 to 1100 8C [3]. The

sizes of crystals were about 2 £ 2 £ 1 mm3. For absorption

measurements, the crystals were polished to be about

0.1 mm thickness.

For PL measurements, the sample was excited by

monochromatic light obtained by combining a 150 W Xe

0022-3697/03/$ - see front matter q 2003 Elsevier Ltd. All rights reserved.

doi:10.1016/S0022-3697(03)00170-7
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lamp (Hamamatsu, L2175) and a double monochromator

(Ritsu, MC-30NW) or by the 3250 Å line of a He–Cd laser

(Omnichrome, 3056-M-A01). Photoluminescence from the

sample was dispersed through a monochromator (Nalumi,

RM-23) and detected by a photomultiplier (Hamamatsu,

R943-02) coupled to a photon counter (Hamamatsu, C767).

For PLE measurements, the sample was excited by

monochromatic light obtained by combining the 150 W

Xe lamp and the double monochromator. The sample was

mounted on the cold finger of an optical cryostat coupled to

a closed cycle He-refrigerator (Iwatani, CryoMini D105) for

measurements of temperature dependence. For time decay

measurements, a dye laser (Lambda Physics, FL 3002E,

dye:stilbene 420) pumped by a Xe–Cl laser (Lambda

Physics, LEXTRA 200) or the Xe–Cl laser was used as the

excitation source. Emission from sample was dispersed

through a monochromator (Instruments SA, HR-320) and

temporal variation of the emission was monitored on a

digital oscilloscope (Sony Tektronix, TDS380P) coupled

with a photomultiplier (Toshiba, PM55).

For absorption measurements, monochromatic light

obtained by combining the 150 W Xe lamp and the double

monochromator was transmitted through the sample. The

transmitted light was detected by the photomultiplier

(Toshiba, PM55). The absorption coefficient was derived

from the measured transmittance taking into account of

multiple internal reflections. PA spectrum measurements

were done by gas-microphone method. The sample was

excited by monochromatic light obtained by combining a

500 W Xe lamp and a monochromator (Jobin Yvon, HR-

320). PA signal was detected by a microphone coupled to a

lock-in amplifier (Stanford Research, SR-530).

Quantum efficiency measurements were performed at

room temperature with an integration glass semi-sphere

having a small hole at the top to introduce laser light for

exciting photoluminescence of the sample inside. The

diameter of this semi-sphere is 60 mm and the bottom of

the semi-sphere is covered by a glass plate. The inner

surfaces of the semi-sphere and the glass plate were frosted

to diffuse light and the outer surface was coated by thick Al

evaporation to reflect and confine light inside. The light

inside thus constructed semi-sphere is believed to be

completely diffused. The glass plate has a small non-Al-

coated portion through which light inside the semi-sphere

can be detected by a photomultiplier. Construction details

were given in Ref. [4]. A He–Cd laser (Omnichrome,

4056-M-A01) emitting the 4416 Å line was used as a light

source. The absorbed amount of excitation light and the

emitted amount of photoluminescence were determined by

measuring photomultiplier outputs with the help of a band

pass filter (Hoya, B390) or a cut-off filter (Toshiba, Y46)

by placing the sample inside in comparison with the output

for a small piece of non-absorbing opaque quartz. In

calculating the quantum efficiency values these outputs

were corrected by taking into account of measured

transmittances of the filters and the spectral sensitivity

of the photomultiplier given by the manufacturer

(Hamamatsu). For these obtained quantum efficiency

values, the error corresponding to the experimental

accuracy was checked to be less than 5% by measuring

the output corresponding to incident laser light whose

power was known.

3. Results

3.1. Blue–green emission

Fig. 1 shows PL and PLE spectra of 2 wt% Ce-doped

polycrystalline CaGa2S4:Ce (a) and SrGa2S4:Ce (b) at

room temperature. The PL and PLE spectra of both

compounds are quite similar. The PL spectra consist of

two overlapping bands in the blue–green region. The PLE

spectra consist of a main blue band and an UV band. The

mirror image relation looks to hold between the higher

energy band of the PL spectra and the main band of the

PLE spectra for both compounds, showing the phonon

terminated transition character. The difference of these

emissions between CaGa2S4:Ce and SrGa2S4:Ce is only

the peak position. For PL spectrum of CaGa2S4:Ce, the

peaks are at 2.65 eV (4680 Å) and at 2.40 eV (5170 Å).

The main band of the PLE spectrum of CaGa2S4:Ce is

seen at 2.8 eV. An almost parallel shift to higher energy

by about 0.1 eV is seen for all corresponding peaks in the

case of SrGa2S4:Ce.

Fig. 2 shows PL and PLE spectra of CaGa2S4:Ce single

crystals for various Ce concentrations at room temperature.

The excitation photon energy of the PL spectra was 2.89 eV

and the monitoring photon energy of the PLE spectra was

2.65 eV. The width of the main PLE band becomes broader

and the peak position shifts towards lower energy with

increasing Ce concentration. The shape of the band shows

some changes at higher energy side. On the other hand,

Fig. 1. PL and PLE spectra of (a) CaGa2S4:Ce (2 at%) and (b)

SrGa2S4:Ce (2 at%).
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the PL spectra do not show changes corresponding to the

PLE spectra except a slight peak shift to lower energy with

increasing Ce concentration. For the PLE spectrum of

polycrystalline CaGa2S4:Ce (2 wt%) shown in Fig. 1(a), the

peak energy of the main PLE band is close to that of the

single crystal CaGa2S4:Ce (0.8 wt%). However, the peak

energy of the PL spectrum is slightly lower than that of the

single crystal.

The quantum efficiency as high as 73% was observed for

the 0.4 wt% Ce-doped single crystal, however the lower

value of 32% was observed for the 0.8 wt% Ce-doped single

crystal.

Fig. 3(a) shows absorption spectrum of the 0.8 wt% Ce-

doped CaGa2S4:Ce single crystal at room temperature. The

peak of the Ce absorption band is seen at 2.92 eV and the

half width is about 180 meV. The shape of this observed

band does not change with Ce concentration. Fig. 3(b)

shows peak absorption coefficient as a function of Ce

concentration.

Fig. 4(a) shows the PA spectrum of the 0.8 wt% Ce-

doped single crystal. For comparison, the absorption

spectrum is shown again in Fig. 4(b), and the PL and PLE

spectra in Fig. 4(c). From samples where the Ce concen-

trations are 0.1, 0.2 and 0.4 wt%, detectable PA signal was

not observed. The peak of the PA band corresponds to that

of the absorption band. The half width of the PA band is

about 220 meV, being broader than that of the absorption

band of 180 meV. The PA band broadens to higher energy

region compared to the absorption band.

3.2. UV emission

The solid line of Fig. 5 shows the PL spectrum of

0.1 wt% Ce-doped polycrystalline CaGa2S4 at 10 K excited

by the 3250 Å line of the He–Cd laser. UV excitation was

found to produce an emission in the region of 3500–4250 Å

in addition to the blue–green emission. To the best of our

knowledge, there is no report on this UV emission of

CaGa2S4:Ce. The spectral shape of the UV emission is not

similar to that of the blue–green emission which consists of

two overlapping bands. The PL spectrum of this UV

emission can be well reproduced by superposition of three

Gaussian components (the first component peaked at

3.39 eV (3650 Å), the second at 3.30 eV (3750 Å), the

third at 3.10 eV (3995 Å)) as shown in the inset of Fig. 5.

The energy difference of the peaks between the first and the

third components is 0.29 eV. The difference between the

second and the third components is 0.20 eV. The intensity of

the UV emission decreased with increasing Ce concen-

trations. The UV emission was not observed in undoped

samples, indicating a relation with Ce doping. The dotted

line of Fig. 5 shows the PLE spectrum of the UV emission

monitored at 3995 Å. The PLE spectrum consists of a single

band peaked at 3285 Å (3.77 eV). The shape and the peak

position of this band were found to be independent of the

monitoring wavelength. For SrGa2S4:Ce, the situation

was similar. Under UV excitation, the UV emission of

Fig. 2. PL spectra excited by 2.89 eV and PLE spectra monitored at

2.65 eV for different Ce concentrations of CaGa2S4: Ce single

crystals (0.1–0.8 wt%).

Fig. 3. (a) Absorption spectrum of the CaGa2S4:Ce single crystal

(0.8 wt%), (b) peak absorption coefficient as a function of Ce

concentration.
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SrGa2S4:Ce which was not reported before, similarly as in

CaGa2S4:Ce, was found to appear in the region of 3300–

4000 Å.

The intensity of the UV emission of CaGa2S4:Ce

gradually decreases with increasing temperature. The

emission disappears totally at temperatures higher than

220 K. In exchange of this quenching, an increase of the

blue–green emission intensity is seen with increasing

temperature under UV excitation. Fig. 6(a) shows PLE

spectra of the UV emission at various temperatures

monitored at 3995 Å. The intensity gradually decreases

with increasing temperature and the peak position shifts

towards longer wavelengths. The activation energy of this

decrease is obtained to be 0.08 eV. Fig. 6(b) shows the UV

part of the PLE spectra of the blue–green emission

monitored at 4620 Å at various temperatures. The PLE

spectrum at 25 K consists of a band peaked at 3080 Å and a

shoulder at 3320 Å. The shoulder at 3320 Å gradually grows

with increasing temperature and becomes a well-resolved

band at temperatures higher than 77 K. The peak of the band

appearing above 77 K shifts towards longer wavelengths

with increasing temperature. A comparison between

Figs. 6(a) and (b) shows that the peak position of the PLE

band of the blue–green emission appearing above 77 K

coincides with that of the UV emission at each temperature.

The corrected shape of the PLE band of the UV emission

by removing the contribution of the lower energy band

tail, and that of the blue–green emission by removing

Fig. 4. Comparison among PA, absorption, PL and PLE spectra of the 0.8 wt% Ce-doped single crystal. (a) PA spectrum, (b) absorption

spectrum, (c) PL and PLE spectra.
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the contribution of the higher energy band tail are quite

similar for each corresponding temperature above 77 K. The

decay time constant of the UV emission was found to be

about 15 ns, independent of the monitoring wavelength.

This value is smaller than the reported value of the blue–

green emission of 24 ns [5].

4. Discussion

The PL and PLE spectra of the blue–green emission of

CaGa2S4:Ce and SrGa2S4:Ce are similar. For the UV

emission, the PL spectra of both compounds are also

similar. Discussions are given mainly using the results of

CaGa2S4:Ce.

4.1. Radiative and non-radiative processes related

with the blue–green emission

The two overlapping bands seen in the PL spectra

(Fig. 1) of CaGa2S4:Ce and SrGa2S4:Ce are known to

originate from radiative transition from the 5d(T2g) level

of the excited state to levels of 4f(2F7/2) and 4f(2F5/2) of

the ground state of the Ce ion split by spin–orbit

interaction [6].

The shape difference between the absorption and PLE

spectra may be related with the difference of the thickness

among the samples, since the PLE spectra were obtained

from thicker samples. Since the depths where the Ce ions are

excited in the PLE measurements are much larger than in the

absorption measurements, the shape of the PLE spectrum is

apt to be affected by inhomogeneous broadening. In this

system of trivalent Ce ions substituting divalent Ca sites,

inhomogeneous broadening is expected to increase with

increasing Ce concentration. Data suggesting the presence

of the inhomogeneous broadening are given in Ref. [7]. The

slight shift of the PL band may be related with an effect

associated with the selective excitation at 2.89 eV in the

inhomogeneous PLE band.

The appearance of PA signal and the reduction of the

quantum efficiency under 4416 Å excitation which cannot

excite the UV emission in the 0.8 wt% Ce-doped sample

indicate an increase of non-radiative transition from the

excited state of the blue–green emission. The PA band

broadens to higher energy region compared to the absorp-

tion band as shown in Fig. 4. This indicates that the quantum

efficiency has excitation photon energy dependence. These

quantum efficiency changes with Ce concentration and

excitation photon energy may also have some relation with

the inhomogeneous broadening. To clarify the details, PLE

measurements using samples having the same thickness and

quantum efficiency measurements under different excitation

photon energies are necessary.

4.2. UV emission and its relation with the blue–green

emission

The UV and the blue–green parts of the PL spectra

exhibit opposite temperature dependences. As the intensity

Fig. 5. PL spectrum excited by 3250 Å (solid line) and PLE spectrum monitored at 3995 Å (dotted line) of CaGa2S4:Ce (0.1 wt%). The inset

shows three Gaussian curves (dotted lines) reproducing the ultraviolet part of the PL spectrum (solid line).
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of the UV emission decreases with increasing temperature,

the intensity of the blue–green emission increases. Fig. 6(b)

shows the saturation of this new band intensity at 300–

320 K. The difference between the observed intensity at each

temperature and the saturated intensity was plotted as a

function of temperature. An activation energy value for the

blue–green emission was calculated from this plot to be

0.09 eV. This value is practically the same as that of the

temperature quenching of the UV emission (0.08 eV). The

coincidence of the two activation energies strongly suggests

the occurrence of temperature-dependent population transfer

between the excited states of these transitions. This view is

supported by the fact that the peak positions and shapes of

both PLE spectra are practically the same as explained in

Section 3.2.

The excited state 5d of the Ce ion in cubic crystal

symmetry is known to split into two levels Eg and T2g [6].

Fig. 7(a) shows the energy level diagram of the Ce ion

with cubic symmetry and spin–orbit splitting (2F7/2 and
2F5/2) of the 4f ground state. As the first approximation,

this diagram is applicable to the Ce ion in CaGa2S4 having

symmetry close to cubic. Two bands of the blue–green

emission peaked at 2.68 and 2.41 eV in Fig. 5 are known

to be originated from radiative transitions from 5d(T2g) to

4f(2F5/2) and from 5d(T2g) to 4f(2F7/2), respectively, as

mentioned in Section 4.1. The energy difference (0.27 eV)

between the peak positions of the two bands is close to

that between the first and the third components peaked at

3.39 and 3.10 eV in the UV emission spectrum (0.29 eV).

This suggests that the terminal states are the same both for

Fig. 6. (a) PLE spectra of the UV emission at various temperatures monitored at 3995 Å. (b) PLE spectra of the blue Ce emission at various

temperatures (UV region) monitored at 4620 Å for CaGa2S4:Ce (0.1 wt%).
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this UV emission pair and the blue–green bands. On the

other hand, the different decay time constants of the UV

and the blue–green emission (15 and 24 ns [5],

respectively) suggest that these two emissions originate

from different excited states. For the case of Ce-doped

SrGa2S4, the separation between levels 4f(2F5/2) and

5d(Eg) was reported to be about 3.71 eV [8]. The peak

energy of the PLE spectrum of the UV emission

(3.77 eV) is close to the above reported value. The

similarity of PL and PLE spectra between CaGa2S4 and

SrGa2S4 mentioned in Sections 3.1 and 3.2 suggest that

the reported value approximately holds true also for the

present case of CaGa2S4. Taking this situation into

account, the excited state of the UV emission is assigned

to the level 5d(Eg). Therefore, the first and the third

components peaked at 3.39 and 3.10 eV are considered to

originate from the transitions from 5d(Eg) to 4f(2F5/2) and

from 5d(Eg) to 4f(2F7/2), respectively. To the best of our

knowledge, the observation of this UV emission from the

5d(Eg) level is the first one in thiogallate compounds.

The UV emission observed from Ce-doped elpasolite

compounds Cs2LiLaCl6 was interpreted as to be due to

core-valence processes [9], but not to the transition from

the 5d(Eg) level.

Fig. 7(b) shows the configuration coordinate description

of the Ce ion based on the energy level diagram discussed

above. The temperature-dependent population transfer

discussed above is thought to occur through the cross-

point between the parabolas 5d(Eg) and 5d(T2g) located at

0.08 eV above the minimum of the parabola 5d(Eg). The

origin of the second component peaked at 3.30 eV is still

uncertain. The origin may be related to the symmetry of the

Ce ion in this thiogallate, which is lower than the cubic

symmetry.

For the case of SrGa2S4:Ce, the UV emission as well

as the blue–green emission are seen and the PLE

spectrum of the latter is similar to that of CaGa2S4:Ce.

These facts suggest that the processes in SrGa2S4:Ce are

also explainable by the same scheme, since the energy

level diagrams of the Ce ion in these compounds are

the same.
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Abstract

We have investigated chemical reaction processes and thermal characteristics of IIa–III2–VI4 compounds in order to grow

their single bulk crystals. Up to now, single crystals of Ca and Sr thiogallates have been successfully grown by the melt growth

method based on their pseudo-binary phase diagrams. Here, a similar diagram of the SrSe–Ga2Se3 system has been constructed

for the first time, where a eutectic reaction is found in the range of excess Ga2Se3 concentration, and it is shown that the

SrGa2Se4 compound has a congruent melting point (1110 8C) suitable for the melt growth. A single crystal is grown from the

melt by the horizontal Bridgman method. A trial is also made to grow a high-quality single crystal of CaGa2S4 already known as

being grown easily.

q 2003 Elsevier Ltd. All rights reserved.

1. Introduction

The compounds of alkaline earth thio- and seleno-

gallates (Ca,Sr,Ba)(Ga,In)2(S,Se)4 doped with rare earth

elements such as Ce3þ are expected as blue-light emitting

materials for full color displays [1]. Many studies concern-

ing the brightness and efficiency of the devices have been

reported [2–5], since they were regarded as promising for

EL devices [1].

On the other hand, few basic properties of these

compounds have been reported. These properties have

ever been studied by using single crystals prepared

exclusively by the solid state reaction [6,7] and vaporization

reaction [8], where a single crystalline domain is inevitably

limited to a smaller size than that by the melt growth

method. To obtain more detailed information on these

materials, larger single crystals of good quality are

indispensable.

We have already constructed the pseudo-binary phase

diagrams of the CaS–Ga2S3 and SrS–Ga2S3 systems,

and grown crystals of CaGa2S4 and SrGa2S4 with a

single domain as large as 7 mm £ 5 mm by the melt

method [9,10].

The purpose of the present study is to investigate the

suitability of the other compounds in the same group for the

melt growth of single crystals. A trial to grow a high-quality

single crystal of CaGa2S4 is also made. The latter compound

is already known to be grown easily but the crystals still

contain cracks and voids.

2. Differential thermal analysis of the IIa-III2–VI4
compounds

Differential thermal analysis (DTA) was carried out

using mixtures of three elements (IIa ¼ Ca or Sr, III ¼ Ga

or In, VI ¼ S or Se). The elements (three nine or better

purity) were weighted to about 0.3 g in total in a

stoichiometric composition and sealed in a quartz ampoule

of 7 mmf (inner dia.) £ 40 mm under vacuum. DTA

measurements [11] were run twice at a speed of 2 8/min.

The chemical reaction process was investigated in the first

run, and the melting and transition point were determined in

the second one.

Figs. 1 and 2 show DTA signals of a series of IIa–III2–

VI4 compounds (IIa ¼ Ca, Sr, III ¼ Ga, In, VI ¼ S, Se) in

the second run. Four compounds (CaIn2Se4, CaGa2S4,

SrGa2Se4 and SrGa2S4) were found to melt congruently,

0022-3697/03/$ - see front matter q 2003 Elsevier Ltd. All rights reserved.
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i.e. the melting and solidifying temperatures were exactly

the same.

After DTA measurements, powder X-ray diffraction

patterns (Cu Ka, 40 keV, 30 mA, step of 0.028) of the

products were measured to check if they were of a single

phase or not. Three compounds (CaGa2S4, SrGa2S4 and

SrGa2Se4) were confirmed comparing to JCPDS’s data as

a single phase within an experimental error of 2 mol%.

Since CaGa2S4 and SrGa2S4 were already known to be

grown [9,10], only the procedure of single crystal growth

of SrGa2Se4 will be presented later in Section 5.

3. Pseudo-binary phase diagram of the SrSe–Ga2Se3
system

Pseudo-binary phase diagram of the SrSe–Ga2Se3
system was constructed by DTA and XRD following the

procedure shown in Refs. [9,10]. Fig. 3 shows a part of

the diagram. The SrGa2Se4 compound is formed just at the

concentration of 50 mol% Ga2Se3. The two-phase region of

SrGa2Se4 and Ga2Se3 was identified by XRD patterns in the

concentration range from 50 to 100 mol% Ga2Se3.

The melting point of SrGa2Se4 was determined as

1110 ^ 2 8C. A eutectic reaction was found in the excess

Ga2Se3 concentration in this figure. Fig. 3 is very similar to

those of the CaS–Ga2S3 and SrS–Ga2S3 systems [9,10], and

shows that single crystal growth is also possible for

SrGa2Se4 compound by the melt method at 50 mol%

Ga2Se3 and by the self flux method using Ga2Se3 as a flux

in the 50–75 mol% Ga2Se3 range. It should be mentioned

that quartz can be used as an ampoule material for the

crystal growth.

4. The chemical reaction processes of the SrGa2Se4
compound

Before growing single crystals, the chemical reaction

processes between elements should be investigated. The first

scan of DTA measurements for binary (Ga–Se, Sr–Se) and

ternary (Sr–Ga–Se) mixtures gave us the information. The

results in the heating process are shown in Fig. 4, where

the exothermic reaction appeared as positive peaks and the

endothermic one as negative dips. It is seen in Fig. 4 that

SrSe compounds were synthesized between 270 and 400 8C,

where exothermic chemical reaction occurred. This is very

similar to the formation of SrS compounds [9]. Then Ga2Se3
compounds were synthesized around 800 8C, where

exothermic reaction also occurred. This sometimes broke

ampoules. Escaping this explosive reaction, we used Ga2Se3

Fig. 1. DTA signals of Ca-III2–VI4 compounds in the cooling

process (2 8/min).

Fig. 2. DTA signals of Sr-III2–VI4 compounds in the cooling

process (2 8/min). Fig. 3. Pseudo-binary phase diagram of the SrSe–Ga2Se3 system.
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compounds together with Sr and Se elements as starting

materials (see the bottom of Fig. 4). It is seen that SrGa2Se4
compounds were synthesized at the melting point (1014 8C,
shown by the up-arrow in Fig. 4) of Ga2Se3. It should be

noted that the exothermic reaction due to III2VI3 compounds

disappeared. This was also very similar to the cases of

CaGa2S4 and SrGa2S4 [9,10].

5. Crystal growth of the SrGa2Se4 compound

Following the procedure as used in the single crystal

growth of Ca and Sr thiogallates [9,10], a single crystal of

SrGa2Se4 was prepared. The only difference is the seleniza-

tion of the Sr element. Since the Sr element easily sublimates

above 700 8C, and the boiling point of Se is 685 8Cvery close

to the sublimation temperature of Sr, a special care should be

taken for the selenization of Sr. We set both the Sr element

and Ga2Se3 compound into a carbon-coated quartz ampoule

(7 mmf (inner dia.) £ 100 mm)with a hole for gas to flow in

and out. The ampoule was sealed in another larger ampoule

(13 mmf (inner dia.) £ 150 mm) under vacuum together

with the Se element of the stoichiometric amount separately

set outside the inner ampoule. For the selenization of Sr, the

whole ampoule was kept at 650 8C for 24 h, where Se

evaporated and reacted with solid Sr. Then the temperature

was elevated to a value 60 8C above the melting point

(1014 8C) of Ga2Se3. This temperature should be kept lower

than the melting point (1110 8C) of SrGa2Se4 to prevent the

reaction between themelt and the wall of the quartz ampoule.

That is, the precursor is prepared by the so-called solid state

reaction. At this stage, the precursor of SrGa2Se4 was

prepared. The single phase was assured by XRD. The

precursor was taken out to be powdered and put in a carbon

boat (8 mmf (inner dia.) £ 100 mm)which was again sealed

in a larger quartz ampoule as mentioned above. A single

crystal was grown from melt by the horizontal Bridgman

method by moving a temperature profile (temperature

gradient ,8 8C/cm, speed of growth 0.25 cm/h, without

seed) [11]. Fig. 5 shows a photograph of a grown SrGa2Se4
single crystal with a grain as large as 2 mm £ 2 mm £ 0.1

mm (a sliced and polished surface).

6. Crystal growth of CaGa2S4 of high quality

The single crystals of the thiogallates, CaGa2S4 and

SrGa2S4 were already successfully grown [9,10]. Especially

CaGa2S4 can be stably grown. However, many cracks and

voids were still found in these crystals. The crystallinity

prepared from the melts could not be controlled even under

Fig. 4. DTA spectra of Sr–Se, Ga–Se and Sr þ Ga þ Ga2Se3 in the

heating process. The down-arrows show the melting points.

Fig. 5. A photograph of a SrGa2Se4 single crystal grown by the melt

method. A sliced and polished surface is shown.

Fig. 6. The variation of the melting point against the sulfur content

£ of the starting composition of CaGa2Sx
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the same growth condition. It was thought that the sulfur was

deficient in a grown crystal because of the repeated

pulverization followed by vacuum seals in quartz ampoules.

We have investigated the variation of themelting temperature

of CaGa2Sx with sulfur content by means of DTA used in

Section 2. As shown in Fig. 6, the melting point decreased

with decreasing sulfur content from the stoichiometry, while

no phase other than CaGa2S4 was detected by XRD in this

sulfur range. As increases sulfur content, the melting point

seems to reach a constant value. Similarly the lattice constants

slightly increased with sulfur content and kept the maximum

value above the stoichiometric composition. In addition,

when the sulfur content increased above x ¼ 4:05; excess

sulfur was clearly deposited on the wall of DTA ampoules.

Thus, it is considered that the compounds were stable above

the stoichiometric composition and no excess sulfur could be

introduced in the compound if sulfur content was increased

more than the stoichiometric amount. Preliminary measure-

ments for the SrGa2Se4 compound showed that the same

behavior was also observed in the selenide. It is thought that

the decrease of sulfur or selenium in the compoundsworsened

the quality of the crystals, mainly due to the change in the

melting temperature causedby the slight loss of thevolatileVI

elements. Then the crystal growth was performed under the

condition with excess VI group element. Fig. 7 shows a

photograph of a grown CaGa2S4 crystal at an excess sulfur

content ðx ¼ 4:05Þ: The crystallinity of the compounds was

much improved in this case.

7. Summary

DTA measurements of various IIa–III2–VI4 compounds

were executed. Apart from CaGa2S4 and SrGa2S4 already

grown as single crystals, SrGa2Se4 was found suitable for

the melt growth. Then, a pseudo-binary phase diagram of

the SrSe–Ga2Se3 system was constructed, and the SrGa2Se4
single crystal was successfully melt-grown on the bases of

the diagram.

It was also found that to keep the vapor pressure of the VI

element to an appropriate value during the crystal growth

was very important to get a high quality single crystal.
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Abstract

Rare earth elements doped IIa–III2–VI4 compounds are expected as host materials for fluorescent devices. In particular,

since blue emission was observed in alkaline earth thiogallates doped with Ce3þ ions, much attention has been paid to develop

full color displays made of thin films of the compounds above. Especially Ce3þ ions are thought as promising candidates for

dopants realizing blue light emission. Normally doped Ce3þ ions are considered to substitute the sites which are occupied with

divalent elements such as Ca or Cd. However, the substituting mechanism is not fully understood, since in view of the number

of valence, it is natural for a Ce atom to substitute a trivalent one.

In this report, we have grown single crystals of CdIn2S4 as host materials for Ce doping and investigated the site substitution

of the Ce atom in this crystal lattice by means of ESR. Two types of ESR centers are found. One consists of a Ce3þ ion

substituting a Cd site and a sulfur vacancy, and the other consists of a similar Ce3þ ion with 4 tetrahedrally surrounding sulfur

atoms.

q 2003 Elsevier Ltd. All rights reserved.

1. Introduction

Rare earth elements doped (Ca,Sr,Ba)–(Al,Ga,In)2–

(S,Se)4 compounds emit light with various color when

excited by UV light, high electric field or high energy

electron beam [1,2]. In particular, since blue emission is

observed in alkaline earth thiogallates doped with Ce3þ

ions, practical researches are energetically developed to

apply them to AC thin-film electroluminescent (ACTFEL)

full-color displays [2,3].

In the emission above, Ce3þ ions play an impor-

tant role, since the inner core states of the isolated

Ce3þ ion, i.e. 4f–5d electronic transitions mainly cause

the blue light emission. These electronic states are

strongly affected by host crystals, and the color of the

emission changes according to the surrounding atomic

configuration. The changes in the electronic states can

be studied by luminescence measurements which include

the complex variation in both ground and excited states.

On the other hand, ESR studies can reveal exclusively

the ground states of the doped ions which may serve to

the full understanding of the ion substitution and the host

affection to it.

Normally the doped Ce3þ ion is considered to substitute

the site which is occupied with a divalent element such as Ca

or Cd. However its mechanism is not fully understood, since

in view of the number of valence, it is natural for a Ce atom

to substitute a trivalent one.

In this report, we have adopted single crystals of CdIn2S4
as host materials for Ce doping and investigated the site

substitution of the Ce atom in this crystal lattice using ESR

measurement. The above crystal is chosen because it is

easily grown and in addition, has a rather simple lattice

structure with both di- and tri-valent cation sites.

2. Experimental procedure

Single crystals of CdIn2S4 were grown from a melt using

the three constituent elements. The details of this procedure

were described elsewhere [4,5] Ce doping was carried out

by mixing appropriate amount (0.1–0.5 wt%) of Ce2S3
powder into a ground CdIn2S4 having been grown before-

hand. No codoping was tried. The mixture was again melted,

and a Ce doped crystal was grown by the Horizontal

0022-3697/03/$ - see front matter q 2003 Elsevier Ltd. All rights reserved.
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Bridgman method (hereafter abbreviated as an ‘as-grown

sample’). The grown crystal was cut into blocks of

2 £ 2 £ 5 mm3 in size, the longest edge of which were

determined so as to be the [110] direction by the reflection

Laue method.

Alternative Ce doping was also made by annealing

CdIn2S4 single crystals in Ce2S3 powder at 950 8C for

several hours (hereafter abbreviated as ‘annealed samples’).

These crystals were oriented to the [110] direction in

advance. The difference in the ESR results of both samples

with different dopings will be described later.

ESR spectra were measured using an X band microwave

and a TE110 cavity by applying the magnetic field

perpendicular to the [110] direction, the axis of rotation of

samples.

3. Results and discussions

The observed ESR spectra of as-grown samples at 77 K

are summarized and shown in Fig. 1, where every curve

was normalized to each sample weight and the integrated

ESR line of DPPH used as a standard. Two types ESR

signals are seen in the figure. One is designated as S1, S2,

S3 and S4 (hereafter called as Type 1), and the other as S5

and S6 (hereafter called as Type 2). ESR curves are

arranged in Fig. 1 according to the integrated strength of

the S4 signal, which is thought to indicate the true

concentration of Ce3þ ions. The order is not proportional to

the as-doped values of Ce3þ, showing that the true Ce3þ

concentration is determined by the growing process and not

by the starting amount of Ce3þ. The temperature variation

of the intensities of each line was measured by varying

temperature down to 4.2 K. The results showed that every

ESR line obeyed the so-called Curie law.

The resonant magnetic field vs. the angle of rotation for

the ESR curve of the 0.075 wt% sample is shown in Fig. 2,

where only the signals of Type 1 are seen. The curves of

Fig. 2 is describable if we assume a simple spin-Hamiltonian

HS ¼ b H·g·S ð1Þ
where b is the Bohr magneton, H the magnetic field, g the

so-called g-tensor and S the effective spin. Here we have

checked possibilities of several symmetry sites such as

tetragonal, tetrahedral and octahedral ones. However, no

good results were obtained except for the tetrahedral site,

i.e. Ce3þ substituting Cd2þ in a tetrahedron. More precisely,

we should take tetrahedral sites occupied by Ce3þ ions in the

CdIn2S4 lattice with S ¼ 1=2 to reproduce the observed

angle dependence of ESR curves.

There are eight equivalent directions from the center of a

tetrahedron to its tetrahedral corners in the spinel lattice. If

the translational symmetry is taken into account, these are

classified into three independent ones ([1̄11̄], [1̄11], [111]),

where the [110] direction is taken as the rotation axis. The

magnetic field is applied perpendicular to this axis.

Diagonalization of the spin-Hamiltonian leads to the

following resonant magnetic fields for the respective

direction [6]

H1 ¼ hv

b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2’ sin2uþ g2k cos

2u
q for ½�11�1� manifolds ð2Þ

H2 ¼ hv

b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2’ sin2ð70:532uÞþg2k cos

2ð70:532uÞ
q for ½�111�

manifolds ð3Þ

Fig. 1. ESR curves of CdIn2S4 with different Ce
3þ concentration. S1

to S4 signals are classified as the ESR centers of Type 1, and S5 and

S6 as those of Type 2. Curves are arranged according to the

integrated intensities of the S4 signal, which indicate the true

concentration of Ce3þ doped. Type 2 signals appear only above a

certain value of Ce3þ concentration.

Fig. 2. Resonant magnetic field vs. angle of rotation of ESR signals

(at 77 K) of a Ce3þ 0.075 wt% sample. These ESR signals are

classified as Type 1. Curves (a), (b) and (c) correspond to the Eqs.

(2)–(4) in the text, respectively. The splitting of each line is due to

the misalignment of the [110] direction from the axis of rotation

(estimated as about 28). The (a) and (b) lines split into two, and the

(c) line into 4, though only two of them are shown for simplicity.
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H3 ¼ hv

b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2’ 12

1

3
cos2u

� �
þ 1

3
g2kcos

2u

s for ½111�

manifolds: ð4Þ
If we used the values, gk ¼ 2:3 and g’ ¼ 0:8; the best fitting

was obtained as shown in Fig. 2 by the solid lines, where the

misalignment of the [110] direction from the axis of rotation

was taken into account. The misalignment caused the

splitting of each curve so that curves (1) and (2) in Fig. 2

split into two, and curve (3) into 4, that is, the eight

manifolds separately appeared as ESR signals. In the fitting,

the misalignment was set to 28. These splittings were more

clearly observed at 4.2 K.

Fig. 3 shows ESR curves of a CdIn2S4 sample doped

with 0.375 wt% Ce3þ ions. As mentioned previously, two

types of ESR signals were observed. Type 1 was specified

by the g-values of gk ¼ 2:3 and g’ ¼ 0:8; the same values

as obtained in Fig. 2. It is interesting to note that Type 2

could be also reproduced by the same model used for

Type 1 but using the g-values of gk ¼ 1:13 and g’ ¼
1:37: Thus the g-value’s anisotropy of Type 2 is very

small compared with that of Type 1. The eight manifolds

due to the misalignment of the rotation axis were also

clearly observed at 4.2 K (though difficult at 77 K) in this

case. This strongly indicates that Type 2 is also ascribed

to an ESR center at the tetrahedral site. However, the

order of the magnitude of gk and g’ were reversed in

Type 1 and 2. This finding and the small anisotropy

suggest that the wave-function of the unpaired electron

around the ESR center of Type 2 spread out by escaping

the bonding direction to the surrounding sulfur atoms,

while that of Type 1 is confined mainly to the direction

toward a sulfur vacancy. That is, Type 1 consists of a

substituted Ce3þ ion and a sulfur vacancy, and Type 2

consists of a similar Ce3þ ion centered at tetrahedrally

arranged four sulfur atoms.

From Fig. 1, it is seen that Type 2 emerges according to

the doped amount of Ce3þ ions. To clarify the origin of both

the ESR centers, the Ce3þ doping was carried out by

annealing undoped samples in Ce2S3 powder at high

temperature below the melting point of CdIn2S4. The

annealing temperature was determined so as to get most

effective doping after several trials by varying the

temperature systematically. Fig. 4 shows ESR resonance

curves using a sample annealed at 950 8C for 2 h. Here only

ESR signals of Type 2 were observed. The annealing time

was extended to 50 h at the same temperature. Then small

signals due to Type 1 centers emerged in addition to Type 2

signals. These were so small as to be detected only at 4.2 K

Annealing was also conducted for the 0.225 wt% Ce3 þ
doped sample, having been shown at the top in Fig. 1. In this

case, Type 1 signals were decreased as annealing time was

elongated, and Type 2 signal emerged in the same way

stated above.

From the results of annealing, it can be said that the

formation energy of Type 1 ESR centers is greater than that

of Type 2, since the ESR center of Type 1 was created

exclusively at high temperature as a pair of a Ce3þ center

and a sulfur vacancy. In the melt grown process, the ESR

center of Type 2 was formed only after the concentration

was increased up to a certain appropriate value. This center

is considered to consist of a Ce3þ ion placed in the center of

a sulfur tetrahedron, where a sulfur vacancy may exist

somewhere apart from the center to keep the charge

neutrality.

The center of Type 1 is difficult to be formed by

annealing in Ce2S3 powder below the melting temperature

of CdIn2S4, where Type 2 centers are easily formed.

However, it seems that there is finite probability to create

Type 1 centers when the annealing time is kept longer than

Fig. 3. Resonant magnetic field vs. angle of rotation of ESR signals

(at 77 K) of a Ce3þ 0.375 wt% doped sample. Both Type 1 and 2

signals appeared. In the fitting, gk ¼ 2:3 and g’ ¼ 0:8 for Type 1,

and gk ¼ 1:13 and g’ ¼ 1:37 for Type 2 were used in the Eqs.

(2)–(4) in the text.

Fig. 4. Resonant magnetic field vs. angle of rotation of ESR signals

at 77 K of an undoped sample which was annealed in Ce2S3 powder

at 950 8C for 2 h. Here the fitting was made using gk ¼ 1:13 and

g’ ¼ 1:37 in the Eqs. (2)–(4) in the text.
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50 h. Thus it is considered that Type 1 needs a larger

creation energy than Type 2.

4. Conclusion

To investigate the substitution mechanism of RE atoms

doped in a crystal lattice of the IIa–III2–IV4 system,

dopings of Ce3þ into CdIn2S4 by melt and by annealing

were carried out. ESR measurement revealed two types of

centers. One (Type 1) consists of a Ce3þ ion accompanied

by a sulfur vacancy at its nearest neighbor site. The ion

substitutes a divalent Cd site and not a trivalent In one.

The other (Type 2) consists of a similar Ce3þ ion placed

in a sulfur tetrahedron, where a charge compensating

sulfur vacancy is expected to exist at an appropriate sulfur

site apart from the Ce3þ ion. The formation energy of a

Type 1 center is considered to be larger than that of

Type 2.
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Abstract

Low order interference curves in optic-axis light figures of the optically active AgGaS2 and TeO2 are investigated in the

visible spectral range at room temperature. Light figure patterns of AgGaS2 are found not to be affected by optical activity

within the incidence angles of 108 for which, according to our symmetry considerations, the normal component of gyration

tensor is small and evolution of light figures with wavelength is overwhelmingly determined by optical anisotropy. The absolute

value of this anisotropy is falling down to null when passing through the isotropic point, with the result of a remarkable change

of the parameters of light figure patterns. Unlike the case of AgGaS2 and consistently with our symmetry considerations, light

figures of TeO2 are influenced by optical activity especially strongly in low orders of interference. The obtained results are

compared with similar results for optically inactive CaCO3 and discussed in the frameworks of our recent analyses.

q 2003 Elsevier Ltd. All rights reserved.

Keywords: A. Inorganic compounds; A. Optical materials; D. Crystal structure; D. Dielectric properties; D. Optical properties

1. Introduction

Light figure spectroscopy is a very informative and

valuable tool for optical characterization of the anisotropic

materials and phase transitions [1–2]. Using a newly

designed experimental set-up for determination of light

figure parameters with high accuracy [1], and a new method

for determination of the relative dispersion of the refractive

indices [3], we have already managed to extend the

application of light figure method beyond the usual

standards. An excellent agreement has then been achieved

between experimental and numerical results for the optically

inactive uniaxial material, CaCO3 (point group of crystal

symmetry-D3d) [4].

In this work we extend the application of light-figure

method further by addressing optically active uniaxial

materials, AgGaS2 (D2d) [5] and TeO2 (D4) [6], with

especially large optical rotatory power.

2. Light figures of CaCO3, AgGaS2 and TeO2

The samples of CaCO3, AgGaS2 and TeO2 used in this

work were all (001)-cut plane-parallel plates with a

thickness of 1.225, 8.20, and 1.42 mm, respectively. The

details of the experimental setup for light figure acquisition

were already reported earlier [1].

Like all uniaxial materials, above crystals are character-

ized by a single birefringence. As seen from Fig. 1, the

birefringence in these crystals assumes negative, positive-

to-negative, and positive values depending on material. In

principle, isochromatic curves in optic-axis light figures of

these materials are supposed to be circles with radius

Rm < M
ml

2Dn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2dDn

ml

� �2svuut
; ð1Þ
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whereM is the magnification factor for the employed optical

system, Dn-birefringence, d-sample thickness, and m-the

order of interference curve [1].

2.1. Optically inactive case

Fig. 2 displays most important features of the change of

light figure patterns of CaCO3 [4] and AgGaS2 with

wavelength.

As for CaCO3, we can see more than four isochromate

circles whose radiuses increase monotonically with increas-

ing wavelength in the visible spectral range. For AgGaS2 the

radiuses of the observed isochromates first increase with

increasing wavelength from 476 to 484 nm, then decrease

with further increasing wavelength beginning from 510 nm.

In the range between 488 and 504 nm, including the

accidental isotropic point (497.3 nm) with null value of

birefringence [5], birefringence-dependent contrast function

determining visibility of interference pattern dramatically

falls down and observation of the well-defined light figure

patterns becomes practically impossible.

As estimations show, for a 1.225 mm-thick plate of

CaCO3 condition 2dDn=mlq 1 is fulfilled up to 100th order

of interference in all the accessed spectral range and relation

(1), as well as expression for ratio Rmþ1=Rm; can be

simplified down to

Rm < M

ffiffiffiffiffiffiffi
mdl

2Dn

r
ð2Þ

and

Rmþ1

Rm

<
ffiffiffiffiffiffiffiffiffi
mþ 1

m

r
; ð3Þ

respectively. For 8.20 mm-thick plate of AgGaS2 relations

(2) and (3) should be fully justified at least for interference

curves with m ¼ 1 and m ¼ 2; and for all wavelengths

longer than 540 nm. Experimental R2=R1 ratios obtained for

the plane-parallel plates of all investigated materials,

including TeO2, are given in Fig. 3.

Indeed, for CaCO3 this ratio is everywhere the same as

the ‘thick-sample’ limit given by Eq. (3) as
p
2. For AgGaS2,

this ratio is 2 for all wavelengths above 540 nm. For smaller

wavelengths, such as 476 and 450 nm that are below

isotropic point, this ratio is respectively 1.47 and 1.50 in full

agreement with relation (1). The relations (1)–(3) are

written for the opticaly inactive case and the fact that

experimental data for AgGaS2 follow this case means that

no influence of optical activity is observed for low order

interference curves, which is consistent with results of our

recent symmetry analysis [7].

For the measured thick TeO2 plate, the ratio R2=R1 only

approaches 2 with wavelength increase, remaining larger

than 2 and significantly exceeding this value in the

neighborhood of some short-wavelength limit, denoted as

l1 in Fig. 2. Such behavior of R2=R1 can be explained only

with allowance for optical activity of TeO2.

Fig. 1. Wavelength dependences of optical anisotropy of TeO2,

AgGaS2 and CaCO3. The cross-point of vertical and horizontal

dashed lines is the isotropic point ðliÞ of AgGaS2.

Fig. 2. Light figure patterns of CaCO3 and AgGaS2 for different wavelengths.
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2.2. Optically active case

In the presence of optical activity the radius of an mth

order isochromatic curve differs from that in the absence of

optical activity and the difference DRm is given approxi-

mately as [7]

lDRml < M

ffiffiffiffiffiffiffi
mld

2Dn

r
n3rG; ð4Þ

where refractive index, n; of the ordinary ray and optical

anisotropy Dn are taken with their optically inactive values.

As follows from Eq. (4), the change DRm brought in by

optical activity is greatly dependent on the always positive

product rG; where r is ellipticity and G is normal

component of gyration tensor, and r and G; both are

incident angle dependent functions. This product strongly

depends upon incident angle, um; at which mth order

ishochromate is observed.

For TeO2 the value of rG strongly decreases with

increasing um [7] and higher interference orders are less

influenced by optical activity than lower ones. Accordingly,

for a thick TeO2 plate the ratio R2=R1 will be larger than 2

and deviation from this value will increase with decreasing

interference angle or when approaching short-wavelength

limit l1 in the neighborhood of which R1 ! 0 much faster

than R2:

Total picture with wavelength dependencies of inter-

ference curves up to fifth interference order is given in Fig. 4

including light figure patterns (inset) that reflect key

elements of evolution of light figures of TeO2 with

wavelength. Every mth order isochromatic curve has its

own wavelength limit and tends to shrink into zero-size

isochromate when approaching this limit given by

lm ¼ 1

m
n3ðlmÞGkðlmÞd; ð5Þ

whereGk is the absolute value ofG33 component of gyration

tensor of TeO2 [7]. Condition (5) corresponds to multiples

of p=d for rotatory power [7] and each lm in Fig. 4 is given

together with the corresponding p=d value in the brackets.

Fig. 3. Wavelength dependences of the ratio of the radii of the

second and first isochromatic curves of TeO2, AgGaS2 and CaCO3.

Horizontal dashed line shows the ‘thick-sample’ limit equal to
ffiffi
2

p
:

Vertical dashed lines outline isotropic point ðliÞ of AgGaS2 and

short-wavelength limit ðl1Þ for observation of the first-order ðm ¼
1Þ isochromatic curve of TeO2. Dashed curve (TeO2) is drawn

speculatively to show that experimental curve approaches ‘thick-

sample’ limit with increasing wavelength.

Fig. 4. Wavelength dependences of the radiuses of isochromatic curves with different interference orders ðmÞ for TeO2. Vertical dashed lines

indicate the short-wavelength limits for each interference order. Inset: light figure patterns, for m ¼ 1; of TeO2.
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For AgGaS2 only two major components, G11 and

G22ðG11 ¼ 2G22Þ; of gyration tensor are different from null.

Component G33 is null and the situation is just the opposite

of that for TeO2. The value of rG strongly decreases with

decreasing interference angle and most favorable conditions

for observation of the optical activity effect are realized at

interference angles close to 908. The use of large numerical

apertures of ,608 may provide necessary conditions for

observation of this effect, as well as determination of

gyration parameter in the visible spectral range. Presently

this parameter is known only for one wavelength from the

data on rotatory power for isotropic point [5]. It is also

interesting to investigate whether the shape of interference

curves does really deviate from circular, as predicted by our

recent analysis [7].

3. Conclusion

By this work we have shown that light figure

spectroscopy is a valuable tool for visualization of optical

activity effect on optical constants of anisotropic materials.
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Abstract

The electrical properties of the Schottky barriers fabricated by using good quality single crystals of CuInSe2 grown by the

horizontal Bridgman method with controlling Se vapor pressure have been investigated, since the Schottky effect gives us

useful information concerning defect physics. The electrical resistivities, Hall coefficients and mobilities are measured as a

function of temperature down to 20 K, and the activation energy EA and the density NA of acceptors are estimated. Schottky

junctions are prepared by vacuum evaporation of Al or In on chemically etched surfaces of the samples. From the current-

voltage characteristics of these junctions, the ideality factor and barrier height are estimated as 3.6–4.8 and 0.60–0.61 eV for

junctions using Al, and as 1.9–3.0 and about 0.54–0.59 eV for those using In. The capacitance-voltage characteristics are also

measured. Based on these results, it is expected that the prepared junctions do not follow the Schottky model, but rather obey the

MIS one.

q 2003 Elsevier Ltd. All rights reserved.

1. Introduction

Many trials fabricating photovoltaic cells using

CuInSe2 solid solutions, e.g. n-CdS/p-Cu(Ga,In)Se2 hetro-

junctions have been carried out, and recently some of

them are practically utilized. On the other hands, rather

few studies of the Schottky junctions using p-CuInSe2
crystals were reported [1–3], though the Schottky effect

gives us useful information concerning defect physics as

well as electric transport through metal-semiconductor

junctions. In addition, the electrical properties of CuInSe2
bulk crystals have scarcely been taken into account in the

analysis of the Schottky junctions. This is because the

high-quality single crystals such that electrical properties

could be measured down to liq. N2 temperature were not

available before.

In this study, we report the results on the electrical

properties of the Schottky barriers fabricated by using

good quality single crystals of CuInSe2 grown by the

horizontal Bridgman method with controlling Se vapor

pressure [4,5].

2. Experimental procedure

CuInSe2 bulk single crystals were grown under

controlling Se vapor pressure from 5 to 25 Torr [4,5].

Here, the profile of temperature gradient of 3 K/cm was

electrically moved at a speed of about 1 cm/h after

selenizing the CuIn alloy. Grown crystals were cut into

three parts along the growth direction, i.e. ‘Top (T)’,

‘Middle (M)’ and ‘End (E)’. ‘T” denotes the initial part of

solidifying. The prefixed number such as ‘10T” denotes Se

vapor pressure in Torr during the crystal growth. The

composition was determined using an electron probe

microanalyzer (EPMA). The Hall coefficient and mobility

0022-3697/03/$ - see front matter q 2003 Elsevier Ltd. All rights reserved.
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were measured using the six-electrode method as a

function of temperature down to about 20 K, and the

activation energy EA and the density NA of acceptors were

estimated from the change in Hall coefficients with respect

to temperature.

CuInSe2 plates were mechanically polished by using

Al2O3 powder, and then rinsed by supersonic syringe in

acetone, and after it in distilled water. Generally, K2Cr2O7

saturation water solution (i.e. K2Cr2O7 aq.) þ H2SO4 [1,2,6]

and Br2þCH3OH solution [2,3,7,8] were used as an etchant

for those metal-semiconductor junctions. In this study,

sample plates were etched in K2Cr2O7 aq. þ H2SO4 for one

minute, followed by the same procedure in Br2þCH3OH for

one minute. Schottky junction was formed by vacuum

evaporation of Al or In on one chemically etched (112)

surface, while the other surface was DC sputtered by Au to

make ohmic contact.

Both of the forward and reverse current-voltage (I–V)

characteristics were measured for these junctions in the dark

at room temperature. From the results of the I–V

characteristics, the ideality factor n and barrier height VB

were estimated, whereby the electron effective mass in p-

CuInSe2, mh* ¼ 0:73m0;[9] was used, where m0 is the rest

mass of an electron. The capacitance-voltage (C–V)

characteristics were also measured in the dark at 10–

100 kHz frequencies, using ANDO AG-4311 LCR meter.

The carrier concentrations were estimated from the slope of

C22-V plots, where the specific dielectric constant of 8.5

was adopted.

3. Results and discussion

3.1. Hall effects

Table 1 shows the atomic compositions and electrical

properties of several p-type CuInSe2 samples. Fig. 1 shows

the temperature dependence of electrical resistivity, Hall

coefficient and Hall mobility of these samples. Among the

samples, the 20 M has a higher Hall mobility of p-type

conduction within the Se pressure range of crystal growth.

On the other hands, the other samples are like degenerate

semiconductors.

There were varieties in the Hall coefficient vs.

temperature curves of p-type samples, and the Hall

coefficient overshoots, which are typical in two carrier

conduction of binary and ternary compensated semicon-

ductors, were often observed [4,5]. All of samples as

shown in Fig. 1 do not show the Hall coefficient

overshoots, and thus these samples have lower donor

density as compared with the acceptor density. We have

classified the p-type samples into the deep (D), shallow

(S) or a combination of both (B) types, on the basis of

Table 1

Composition and electrical properties of CuInSe2 bulk crystals at

room temperature

Sample Cu/

In

Se/

metal

Res.

(ohm-cm)

mob.

(cm2/Vs)

EA

(meV)

NA

(cm23)

10E 0.95 1.05 0.5 30 10 2 £ 1018

20M 1.00 1.03 11.6 38 60 3 £ 1017

25T 0.93 1.06 0.7 20 5 2 £ 1018

Fig. 1. Temperature dependence of (a) electrical resistivity, (b) Hall coefficient and (c) Hall mobility of p-type samples grown by the horizontal

Bridgman method with controlling Se vapor pressure.
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the density ratio between the shallow and deep acceptors

[4,10]. Two kinds of acceptors are revealed, one with an

activation energy of about 10 meV such as 10E and 25T

and the other with an activation energy of about 60 meV

such as 20 M. The shallow acceptors exist in the S-type

samples with Cu-poor composition, where the origin of

the acceptors was ascribed to Cu vacancies. On the other

hand, the origin of the deep acceptors in the D- and

B-type samples (Cu/In ¼ 1 and Cu/In . 1, respectively)

was ascribed to In vacancies.

3.2. Etching effects

In order to understand the effect of etching on

CuInSe2 crystals, the surface SEM images and the

composition variations before and after chemical etching

were investigated. As the result of the SEM observation

by varying the concentration of K2Cr2O7 aq. from 0 to

15%, the K2Cr2O7 aq. (5%) þ H2SO4, where the effect of

etching seemed remarkable, was adopted as the first

etchant. However, during the measurement of I–V

characteristic, the current values in the voltage elevating

process did not coincide with that in the voltage lowering

one. In addition, the electrical condition was not stable

on the measurement. Then, Br2þCH3OH solution was

adopted to test as the second etchant. In this case, the

problems above were improved remarkably. From the

SEM observation of the sample surface treated in the

Br2þCH3OH solution with Br2 concentration of 0.5, 1, 3

and 5%, it was found the crystallization surface etched

by the Br2 þ CH3OH solution (3%) was uniformly

shaved.

The Cu/In ratio increased a little after etching with

K2Cr2O7 aq. þ H2SO4 solution, and the Se content seemed

to decrease by etching with Br2 þ CH3OH solution.

3.3. Schottky barriers

Fig. 2 shows I–V characteristics of Al/p-CuInSe2 and

In/p-CuInSe2 Schottky junctions. It is seen that the

rectification ratio of all samples is more than two orders

of magnitude at the bias of about 1 V. The ideality factor

n and barrier height VB estimated from the I–V

characteristics are shown in Table 2. Here, the ideality

factor was determined from the exponential curves of the

current density vs. forward voltages at a voltage less than

1 V as shown in Fig. 2. In the case of the forward bias,

the cut-in voltages of Al/p-CuInSe2 junctions are some-

what larger than those of In/p-CuInSe2, and thus it is

expected that the diffusion potentials of Al/p-CuInSe2

Fig. 2. I–V characteristics of Schottky junctions of Al/p-CuInSe2 and In/p-CuInSe2 in the dark at room temperature; (a) 10 E, (b) 20 M and (c)

25 T.

Table 2

Schottky properties of junctions using p-CuInSe2 bulk crystals

Sample Metal n VB

(eV)

Carrier

concentration

from C–V

characteristic (cm23)

Carrier

concentration

from Hall

effect (cm23)

10E Al 3.6 0.60 5.9 £ 1015 4.2 £ 1017

In 3.0 0.54 4.2 £ 1016

20M Al 3.5 0.61 – 1.4 £ 1016

In 1.9 0.59 1.7 £ 1015

25T Al 4.8 0.62 2.2 £ 1015 4.6 £ 1017

In 2.2 0.57 5.9 £ 1016
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junctions become larger. In addition, it is found that the

ideality factors of In/p-CuInSe2 junctions are closer to 1

than that of Al/p-CuInSe2. In the case of the reverse bias,

the leak current was very low in the Al/p-CuInSe2
junctions, and no breakdown current was observed in

the voltage range down to 210 V. Judging from the

founding that the ideality factors was far from unity, it is

suggested that insulation layers (for instance, oxidation

layers) and/or carrier trap levels for surface states were

formed between metals and semiconductors.

Fig. 3 shows the plots of C22-V characteristics at

50 kHz frequency of Al/p-CuInSe2 and In/p-CuInSe2
Schottky junctions. In the case of Al/p-CuInSe2 junctions,

the frequency dependence of C22–V characteristics was

observed. This may be due to the existence of insulation

layers in the junction interface. The junction capacitance

decreased as the frequency increased from 10 to

100 kHz. In the case of In/p-CuInSe2 junctions, the

capacitance was almost independent of frequency. The

measured capacitances of In/p-CuInSe2 junctions are seen

to be generally larger than those of Al/p-CuInSe2
junctions. Furthermore, two straight-line regions of

C22–V plots exist in the low and high bias regions,

respectively. It was reported by Fonash that the slope of

C22–V plots at a low bias in the MIS type metal-

semiconductor junctions is sometimes different from that

in the perfect metal-semiconductor junctions [11]. The

carrier concentrations determined from the slope of C22–

V plots at a high bias were shown in Table 2, where the

carrier concentrations obtained by Hall effect were also

shown for comparison. It is shown that the carrier

concentrations of all samples estimated from C22–V

characteristics are one to two orders of magnitude lower

than those from Hall effect. It is because Se vacancies

increased in the depletion layer, which were formed at

the surface of CuInSe2 crystals by the decrease of Se

contents after etching with Br2 þ CH3OH solution. In

other wards, the carriers in the depletion layer are

compensated by donors for Se vacancies. Thus, the C22–

V characteristics may not reflect the bulk properties,

since the composition of bulk crystal is different from

that of the crystal surface. In addition, the influence of

insulation layers to the capacitance seem to lower the

carrier concentrations estimated from C22–V

characteristics.

4. Summary

Schottky barriers were fabricated by using good quality

single crystals of CuInSe2 grown by the horizontal Bridg-

man method with controlling Se vapor pressure. The defect

physics of the metal/p-CuInSe2 junctions was investigated

for samples having shallow or deep acceptors.

Judging from the results of the investigations by SEM

and EPMA before and after etching, the etching condition

was determined to use Br2þCH3OH (3%) for one minute

after etching in K2Cr2O7 aq. (5%) þ H2SO4 for 1 min.

From the I–V characteristics of the metal/p-CuInSe2
junctions, the ideality factor and barrier height are

estimated as 3.6–4.8 and 0.60–0.61 eV for Al/p-CuInSe2,

and as 1.9–3.0 and about 0.54–0.59 eV for In/p-CuInSe2.

The C–V characteristics are also measured and analyzed

in the 10–100 kHz frequency range, and it is expected

Fig. 3. C–V characteristics of Schottky junctions of Al/p-CuInSe2 and In/p-CuInSe2 at 50 kHz frequency in the dark at room temperature; (a)

10 E, (b) 20 M and (c) 25 T.
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that the prepared junctions do not follow the Schottky

model, but rather obey the MIS one.

References

[1] C.L. Chan, I. Shih, J. Appl. Phys. 68 (1990) 156.

[2] B. Koscielniak-Mucha, A. Opanowicz, Phys. Stat. Sol. A 141

(1994) K67.

[3] M.A. Magomedov, V.D. Prochukhan, Yu. V. Rud, Sov. Phys.

Semicond. 26 (1992) 1123.

[4] H. Matsushita, T. Takizawa, J. Cryst. Growth 160 (1996) 71.

[5] H. Matsushita, A. Iwabuchi, T. Takizawa, S. Endo, Cryst. Res.

and Technol. 31 (1996) 77.

[6] A.L. Li, I. Shih, J. Elec. Mater. 22 (1993) 195.

[7] F.A. Abou-Elfotouh, L.L. Kazmerski, R.J. Matson, D.J.

Dunlavy, T.J. Coutts, J. Vac. Sci. Technol. A 8 (1990)

3251.

[8] E. Moon, J. Elec. Mater. 22 (1993) 275.

[9] S. Endo, T. Irie, Solar Cells 16 (1986) 1.

[10] H. Matsushita, T. Takizawa, Jpn. J. Appl. Phys. 37 (1998)

4258.

[11] S.J. Fonash, J. Appl. Phys. 54 (1983) 1966.

H. Matsushita et al. / Journal of Physics and Chemistry of Solids 64 (2003) 1825–1829 1829



Extended Application of Light Figures to Optically Active Materials

with Transversally Isotropic Dielectric Function

Nazim MAMEDOV, Nobuyuki YAMAMOTO, Yonggu SHIM, Yuichiro NINOMIYA and Takeo TAKIZAWA1

Department of Physics and Electronics, Osaka Prefecture University, Gakuen-cho 1-1, Sakai, Osaka 599-8531, Japan
1Department of Physics, Nihon University, 3-25-40 Sakura-josui, Setagaya-ku, 156-8550 Tokyo, Japan

(Received August 23, 2002; accepted for publication April 2, 2003)

An analytical approach to optic-axis light figures of optically active transparent materials with transversally isotropic linear
dielectric function is developed. The ratio of the gyration constant to the parameter of anisotropy of this function is shown to
be essential for the scale of the gyration effect on light figures. An algorithm for determination of all material-related optical
parameters is proposed in the form covering both symmetries possible for optical activity in uniaxial materials, such as
AgGaS2 and TeO2. For AgGaS2, a deviation of the shape of the interference curves from circular is expected at enough large
angles of interference. In full agreement with the performed theoretical analysis, the shrinking of interference curves into zero-
size isochromates is observed at multiples of � for rotation angle of a thick 1420 mm-plate of TeO2. Transversal component of
gyration pseudo-tensor of TeO2 is determined for the first time. The recently proposed relative light-figure method is re-
formulated and briefly discussed with allowance for optical activity. [DOI: 10.1143/JJAP.42.5145]

KEYWORDS: light figures, optical activity, gyration pseudo-tensor, rotatory power, isogyros, isochromus

1. Introduction

Recent developments1–4) in light figure (LF) spectroscopy,
which is used for optical characterization of anisotropic
materials since long time ago,5,6) give a hope that application
of LF can be extended to investigation of optical effects in
substances with nanosize structures. Most promising for this
purpose is thought to be relative LF method1) that has
already received comprehensive experimental approval.2) At
the same time absolute LF method may also be useful. This
method was sensitive to the formation of an incommensurate
superstructure with correlation length of the order of
�10 nm and spatial dispersion of the order parameter was
then found to give a significant optical anisotropy of the
order of �10�3 with the background value of �10�4 for
basic lattice.3,4) For comparison, spatial dispersion in
optically non-active materials with usual interatomic dis-
tances can give only a very small correction of the order of
10�6 to the refraction index.7)

Optical activity is a first order spatial dispersion effect that
usually influences refraction index in the order of �10�4 or
less. Conventional methods face difficulties in measuring
such small variations of refraction indices and full character-
ization of many anisotropic optically-active substances has
not been done yet.8) LF, which, in our opinion, is basically
free of the deficiencies inherent to the other methods, can
assist in solving the problem. However a relevant analytical
approach is currently in lack.5,6)

Here we are considering optic-axis LFs of optically active
materials with transversally isotropic linear dielectric func-
tion in trial to find analytical approximations qualifying for
practical use in the frames of both absolute and relative LF
methods. Basing on the obtained results, we accomplish
numerical and experimental application to the TeO2 having
one of the two symmetries possible for optical activity in
uniaxial materials, and give general analysis to a represen-
tative of the other symmetry, AgGaS2. As far as gyration-
induced variations of refraction indices are concerned, we
demonstrate that LFs are able to expose such variations
down to at least �10�5, which is still above the level of
variations (�10�6) caused by thermal fluctuations (�0:1K).

2. Influence of Optical Activity on Refraction Indices

Maxwell equations for transparent materials with gyration
permit solution in the form of the two elliptically polarized
waves.7) If we select a coordinate system with Z-axis
parallel to the optic axis, we can write refraction indices of
these waves in the form

noG ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

"?
� �oGo

� ��1
s

ð1Þ

and

neG ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
"k cos2 �e þ "? sin2 �e

"k"?
� �eGe

� ��1
s

ð2Þ

Here subscripts o and e are related to the ordinary and
extraordinary waves, respectively. Parameter �, or elliptic-
ity, is determined as

�o,e ¼
1

2Go,e

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 sin4 �e þ 4G2

o,e

q
� � sin2 �o,e

� �
ð3Þ

It has always the same sign as Go,e. Parameter �, or
parameter of anisotropy of dielectric function, introduced
into eq. (3) equals

� ¼ "? � "k
"?"k

����
���� ð4Þ

Angle �o,e is the angle between ko,e and optic axis, �? and �k
are transversal and parallel components of the dielectric
function tensor �, respectively. The upper and lower signs in
(1) and (2), as well as all the other expressions given
hereafter are taken for "? > "k and "? < "k cases, respec-
tively. Analytical form of the parameter Go,e that is nothing
else but a normal component of gyration pseudo-tensor G in
k direction can be found as

Go,e ¼ ko,eGko,e ð5Þ
This form depends on the class of symmetry of optical
activity. In materials under consideration tensor G has either
/2 or �442m symmetry. Note that this symmetry is not
necessarily the same as crystal point symmetry.
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For /2 symmetry (/-axis parallels Z), tensor G has eigen
value Gk for eigen vector that parallels Z and G? for all
eigen vectors in XY plane. Therefore this tensor is trans-
versally isotropic and normal component can be written as

Go,e ¼ Gk þ ðG? � GkÞ sin2 �o,e ð6Þ
For �442m-symmetry (�44-axis parallels Z, 2-axes coincide

with X and Y) tensor G is not transversally isotropic because
it has three different principal components G11 ¼ Go, G22 ¼
�Go and G33 ¼ 0. At the same time, only one of these
components is unknown and normal component can be
written as

Go,e ¼ G0 cos 2’ sin
2 �o,e ð7Þ

where ’ is an angle counted from X or Y . Note that for some
crystal symmetries with above symmetry of optical activity
X and Y axes do not coincide with crystal axes a and b. But
this has no influence on LFs for which only the symmetry of
optical activity is essential.

3. Influence of Optical Activity on Optic-Axis Light
Figures

The general condition of interference5) for a uniaxial
optically non-active plate with thickness d can be re-written
to the form ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2e � sin2 �m

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2o � sin2 �m

q����
���� ¼ �m ð8Þ

where

�m ¼ m�

d
ð9Þ

For optically active materials the general condition of
interference remains valid in the form eq. (8) after making
transformation

no ! noG ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

"

1� "�oGo

r
ð10Þ

ne ! neG ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
"ð1� � sin2 �mGÞ

1� "�eGe

s
ð11Þ

Here, " is transversal component "?, �m and �mG are the
incident angles at which the m-th order isochromatic curve is
observed in optically non-active and active cases, respec-
tively. Parameter sin �m or sin �mG can be determined
experimentally and separately for each interference curve
by using an objective (or condensing) lens with variable
numerical aperture.

The effect of optical activity on LF will obviously depend
on how much the interference condition (8) written for
optically non-active case will be affected after allowance for
gyration. Examination of eqs. (10) and (11) immediately
shows that influence of optical activity on LF will be
determined by the "�G-terms related to ordinary and
extraordinary waves, respectively.

In contrast with the optically non-active case, now the
interference effect is possible even at �mG ¼ 0 for which
condition (8) transforms intoffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

"

1� "�oGo

r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
"

1� "�oGo

r����
���� ¼ �m ð12Þ

It is clear that optical activity will modify not only the
interference angles (�m ! �mG) but also the radiuses
(rm ! rmG) of interference curves.

The effect of optical activity on light figures can be
observed if difference jrmG � rmj is larger than diffraction
limited resolving power of the objective lens with numerical
aperture sin �, or

jrmG � rmj > 0:61�= sin � ð13Þ
According to condition (13), the use of variable numerical
aperture with sin � ¼ sin �mG is justified only for enough
large interference angles. For small interference angles
variable numerical aperture is less useful and information we
can obtain is restricted to the values of the radiuses of the
isochromatic curves.

It can be shown that the effect of optical activity on the
radius of an m-th order interference curve can be roughly
evaluated as

jrmG � rmj �
ffiffiffiffiffiffiffiffiffiffi
m�d

2�n

r
n3�mGm

ð14Þ

where optical anisotropy �n is the difference between
refraction indices of extraordinary and ordinary rays, n-
refraction index of ordinary ray. Here �mGm is taken for the
direction of mean path ray having refraction index nm (see
Appendix).

4. Optical Activity and Optic-Axis Light Figures of
Silver Thiogallate and Paratellurite

4.1 State of art
Silver thiogallate, AgGaS2, and paratellurite, TeO2, are

representatives of two different symmetries (�442m and /2,
respectively) possible for optical activity in non-center-
symmetrical materials with transversally isotropic tensor of
linear dielectric function. To the best of our knowledge,
there are no reports on LFs of the above materials.

AgGaS2 with �442m (D2d)-point group of crystal symmetry
has only one independent component (Go) of gyration
pseudo-tensor. This component is known only for the
isotropic point (� ¼ 497:3 nm),9) and finding Go in a wide
spectral range is yet to be done, in particular, by using optic-
axis (or perpendicular-to-optic-axis) LFs.

As follows from (3) and (7), for AgGaS2 a "�mGm-term
can be written as

"�mGm ¼ �" sin2 �mG

2n2m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4

G0

�

� �2

cos2 2’

s
� 1

0
@

1
A ð15Þ

For most cases the second term under the square root is
much smaller than the first one. Therefore, expression (15)
can be evaluated by

"�mGm � G2
0

�
cos2 2’ sin2 �mG ð16Þ

where we have taken nm ¼ ffiffiffi
�

p
for simplicity.

As follows from (15) and (16), LF patterns will not be
influenced by optical activity at �mG ¼ 0 and ’ ¼ �=4� l�,
where l is an integer. In all the other cases this influence
depends upon values of �mG and ’, being largest when ’ ¼
l� and �mG ¼ �=2. Strictly speaking, cos 2’-modulation in
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eq. (15) or (16) will lead to the similar modulation of
interference angles and radiuses of interference curves so
that one can expect deviation of the shape of interference
curves from circular at least at enough large angles of
interference. More details related to this deviation, as well as
numerical estimates and experimental data for AgGaS2 will
be given in another work.10)

Here we focus on the representative of the other symmetry
of optical activity, paratellurite (crystal symmetry 422 (D4)),
which is optically well studied.11,12) As follows from eqs. (3)
and (6), a "�mGm-term of paratellurite can be written as

"�mGm ¼ �" sin2 �mG

2n2m

� 1þ 4 n2m
jGkj

� sin2 �mG
þ

�jG? � Gkj
�

� �2
" #1

2

�1

8<
:

9=
;
ð17Þ

Here the superscript � indicates that jG? � Gkj should be
taken with sign + if gyration constants have the same sign,
and with sign � if they have opposite signs. The estimations
based on the available data11,12) show that the second term
under the square root of (17) is much larger than the first one
for all incident angles less than 7�, which is slightly larger
than our experimental angular aperture (�6�). Therefore, for
�mG < 7� we have

"�mGm � "jGkj þ
�jG? � Gkj

�
� 1

4

� �
� sin2 �mG ð18Þ

Unlike the case of AgGaS2, now we can expect strong
influence of optical activity on LF at small angles of
interference, too. For sufficiently large interference angles,
such as �mG > 7� in the case of TeO2, the second term under
the square root of relation (17) becomes smaller than 1 and
we have

"�mGm � jGkj
�

 
"2jGkj
sin2 �mG

þ 2"�jG? � Gkj

þ jG? � Gkj2
jGkj

sin2 �mGÞ
!

ð19Þ

Wavelength dependence of parameter �, as well as the
ratio jGkj=� essential for both the scale of the gyration effect
on LF of TeO2 and the best conditions for observation of the
effect from transversal component of gyration (see Appen-
dix) is shown in Fig. 1. We used the reported values11) of
optical constants (inset) to obtain data on Fig. 1. Component
Gk was calculated using the well-known expression for
rotatory power, 	,

Gk ¼
	�

�n3
ð20Þ

where n ¼ ffiffiffi
"

p
, and values of n and 	 from the works.11,12)

Note that optical anisotropy of TeO2 (inset) and � depend
upon wavelength just in an opposite way. In the next section
we will give an extended analysis of our experimental results
on TeO2 for which transversal component (G?) of pseudo-
tensor of gyration is unknown and will be determined in this
work for the first time.

4.2 Experimental results and analyses for paratellurite
Experimental results were obtained in the range 400–

700 nm at room temperature for a 1420 mm-thick TeO2-plate
cut perpendicular to the optic axes. The details concerning
with experimental set-up and digital processing of the data
were described earlier.2,3)

A typical transformation of LFs with wavelength is shown
in Fig. 2 including radial distribution of light intensity in LF
patterns (inset) obtained at wavelengths of 510 nm, 480 nm
and 450 nm. The radius Rs of the smallest interference ring is
decreasing with decreasing wavelength and the ring, itself,
becomes unobservable around a wavelength of 450 nm for
which full extinction in the central part of LF pattern is
observed.

The key elements of the above transformation are
preserved over all visible spectral range and can be
understood from Fig. 3.
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Every interference curve with the lowest interference
order tends to shrink into zero-size isochromate at multiples
of �=d for rotatory power. After shrinking, the interference
curve disappears from the LF pattern in full agreement with
the fact that interference order m in optically active material
can not exist below a wavelength, �m, given, according to
condition (12), by

n3ð�mÞGkð�mÞd � m�m ð21Þ
Condition (21) immediately leads to the corresponding
condition for rotatory power

	ð�mÞ � m
�

d
ð22Þ

Numbering of interference orders m in Fig. 3 is therefore
done according to the last relationship that can be re-
formulated as a condition of multiples of � for rotation angle
(’ ¼ 	d).

In Fig. 4 we show the results of comparison of the
experimental modified-by-gyration ratio Rmþ1=Rm for neigh-
boring interference orders m and mþ 1 with that calculated
for optically non-active case according to the approximate
expression

Rmþ1

Rm

� mþ 1

m
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2�nd

ðmþ 1Þ�

� �2
s0

@
1
A

1
2

� 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2�nd

m�

� �2
s0

@
1
A

�1
2

ð23Þ

that can be easily derived from our previous results.1,3) Here,
we use large R instead of small r for radius of interference
curve since experimental radius R is enlarged in comparison
with real (small) radius r.

Note that ratio (23) is always within the following limitsffiffiffiffiffiffiffiffiffiffiffiffiffi
mþ 1

m

r
	 Rmþ1

Rm

	 mþ 1

m
ð24Þ

For thick samples, such as in our case, when condition

d 
 m�

2�n
ð25Þ

is fulfilled, this ratio is supposed to be close to the values
given by the left-hand limit of relation (24). On the right
scale of Fig. 4 these values are given as

ffiffiffi
2

p
,

ffiffiffiffiffiffiffiffi
3=2

p
,

ffiffiffiffiffiffiffiffi
4=3

p
and

ffiffiffiffiffiffiffiffi
5=4

p
. The calculated ratios are practically independent

of wavelength since interference angles for the involved
interference orders are very small. Experimental ratios,
however, behave very differently from and approach the
calculated values only in the long-wavelength regions where
rotatory power is decreased. As seen from Fig. 4, every
Rmþ1=Rm ratio has its own long-wavelength limit given by
numbers

ffiffiffi
2

p
,

ffiffiffiffiffiffiffiffi
3=2

p
,

ffiffiffiffiffiffiffiffi
4=3

p
and

ffiffiffiffiffiffiffiffi
5=4

p
. Therefore one can

determine the interference orders of any two neighboring
interference curves.

Above we have described two independent methods for
correct determination of the interference order m in the case
of optically active material. Note that this case is different
from the case of optically non-active material for which the
smallest interference ring always has m ¼ 1 and numbering
of interference orders presents no difficulty.

Fig. 2. Experimental radial distribution of light intensity in light figure

patterns (upper part) of a thick plate of TeO2 at different wavelengths.
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At least to an observable extent given by Fig. 4 we can see
that the lower m is the stronger the experimental values of
Rmþ1=Rm deviate from their long-wavelength limits for any
chosen wavelength. This can be understood if normal
component of gyration pseudo-tensor is decreasing with
increasing interference angle. The traces of black isogyros
curve in the distant from central parts of LF patterns (Fig. 2,
inset) are also witnessing that higher interference orders are
less influenced by optical activity than lower interference
orders.

Since we used a thick plate and low interference orders,
and did not determine interference angles, we employed our
experimental data together with available data on optical
constants11) to obtain transversal component G? of the
gyration pseudo-tensor of TeO2. The sign of this component
turned out to be opposite with that of Gk.

Both components are shown in Fig. 5. As far as Gk is
negative (left-hand rotation),11,12) positive sign (right-hand
rotation) is appropriate for G?. A relative mistake of 70%
should be assigned to the obtained values of G? because of

the insufficient accuracy of the experimental values11) of the
optical anisotropy that influenced parameter � and the final
solution obtained according to the proposed algorithm (see
Appendix).

5. Optical Activity and Relative Light-Figure Method

The relative optic-axis LF method is based on the
following relation justified for small angles of interference1)

�

n

dn

d�
¼ � �

Rm

dRm

d�
þ � cot �mð�Þ

d�mð�Þ
d�

ð26Þ

Note that in regions with normal dispersion (or below energy
gap) the relative dispersion of the refraction index always
assumes negative values. The first term in the right-hand part
of eq. (26) can be negative or positive depending on whether
optical anisotropy (�n) decreases or increases with increas-
ing wavelength. The sign of the second term in the right-
hand part of eq. (26) is always opposite with that of the first
term.

In the presence of optical activity eq. (26) transforms into

�

n

dn

d�
� n2�G

1� n2�G

�

n

dn

d�
þ 1

2

�

�G

d�G

d�

� �

¼ � �

RmG

dRmG

d�
þ � cot �mGð�Þ

d�mGð�Þ
d�

ð27Þ

For TeO2, the lower sign must be selected. The first term in
the right-hand part of relation (27) behaves as shown in
Fig. 6. It assumes quite large negative values (� �2) even at
wavelengths distant from �m [see relation (21)] for which
gyration-related correction to the refraction index n is
maximal (�10�4) and this term is already of the order of
� �10. For comparison, thick plates [see condition (25)] of
optically non-active materials typically display smaller
values of this term, such as hardly above � �11,2) As seen
from Fig. 6, this term is nearly constant in the regions far
from �m. For these regions the gyration-related correction is
already of the order of �10�6, as indicated by "�mGm

increasing downward on the right-hand scale of Fig. 6. Since
"�mGm ¼ jGkj at �mG ¼ 0�, we can figure out that we
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reliably detect every gyration-induced variation from 2�
10�5 down to �10�6. According to Fig. 6, and as expected,
influence of optical activity on LFs increases with decreas-
ing wavelength, as shown by dashed curve connecting the
points with equal radiuses on different interference curves.

Simple estimations show that the absolute value of the
relative dispersion of the refraction index of TeO2, as well as
most materials, is less than �0:1. On the other hand, we have
giant values of the relative dispersion of the radiuses of
interference curves (Fig. 6). As calculations show, for TeO2

the second term in the right-hand part of eq. (27) behaves
nearly in the same manner and has nearly the same (but
positive) amplitude as the first term. Both terms together
give very small total dispersion that equals the value given
by the left-hand part of eq. (27). Separately, however, each
term reflects very strong dependence of interference angles
in eq. (8) upon gyration. This is in the heart of high
sensitivity of both absolute and relative light-figure methods
to the optical activity.

6. Conclusions

An analytical approach to LF of optically active materials
with transversaly isotropic linear dielectric function was
developed and an algorithm for finding all material-related
optical parameters from experiment was proposed. The
recently introduced relative LF method was re-formulated
with allowance for optical activity. The developed approach
was successfully applied to TeO2. The transversal compo-
nent of gyration pseudo-tensor of TeO2 was determined for
the first time. For AgGaS2, a deviation of the shape of
interference curves from circular might be expected at
enough large angles of interference.
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Appendix: Determination of All Optical Parameters of
a Uniaxial Optically-Active Material from
Optic-Axis Light Figures

If interference angles or radiuses of interference curves
are known for three interference orders, we can in principle
determine three unknown parameters (�," and G? or G0;
jGkj is not an additional unknown parameter since, using eq.
(20), it can be expressed, through " and 	 that can always be
restored from the data for central part of LF) by solving
numerically a set of eq. (8) for optically active case.
However, in practice it is preferable to reduce the number of
the used interference orders for the accuracy-related prob-
lems (see below). Here we are considering an additional
equation that relates the radius of interference curve and the
mean path ray refraction index. This equation can be used to
reduce the number of the necessary interference orders down

to 2 provided that interference angle and radius of
interference curve, both are known for any chosen wave-
length.

Let us leave equation for radius of interference curve in
the previous form2)

rmG ¼ d sin �mGffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2mG � sin2 �mG

q þ d sin3 �mG

2

� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2omG � sin2 �mG

q � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2emG � sin2 �mG

q
�������

�������
ðA:1Þ

and re-write auxiliary equations for mean path ray refraction
index, nmG, and mean path length, dm, as one equation

nmG ¼ Am

2Bm

ðA:2Þ

Am ¼ n2omGffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2omG � sin2 �mG

q þ n2emGffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2emG � sin2 �mG

q ðA:3Þ

Bm ¼ 1þ sin2 �mG

4

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2omG � sin2 �mG

q
0
B@

8><
>:

þ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2emG � sin2 �mG

q
1
CA

29>=
>; ðA:4Þ

For all �mG less than �=4, the ratio between the second and
first terms of relation (A·1) is very small

� 0:25 sin4 �mGð
ffiffiffi
"

p � 0:5 sin2 �mGÞð2þ �Þ
"� 0:5

ffiffiffi
"

p ð2þ �Þ sin2 �mG þ 0:25ð1þ �Þ sin4 �mG
	 10�3 ðA:5Þ

Therefore, for all practical purposes one can take only the
first term into account.

If we use variable numerical aperture, the following
parameters of LF will be known

am ¼ rmG

Md
; sin �mG ¼ 
m; nmG ¼ 
m

�m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2m

q
;

and
m�m

d
¼ �m ðA:6Þ

where M is a calibration constant determined according to
the reported procedure.2)

After making transformations (10) and (11) in interference
condition (8), and by combining (A·2) and (A·6), we have
two independent equations for any interference order m to
determine nomG and nemGffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2emG � 
2
m

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2omG � 
2

m

q����
���� ¼ �m ðA:7Þ

and


m

�m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2m

q
¼ Am

2Bm

¼ fmðnomG; nemG; 
mÞ ðA:8Þ

On the other hand, we can obtain expressions for G? or G0

in analytical form by using eqs. (3), (6) and (7) and
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remembering that according to eqs. (1) and (2)

"�omGom ¼ � "� n2omG
n2omG

ðA:9Þ

and

"�emGem ¼ � "ð1� �
2
mÞ � n2emG

n2emG
ðA:10Þ

After exclusion of G? or G0, we can finally get an
equation that relates only two unknown parameters, � and ",
for any order of interference. Note that the just-described
algorithm requires data only for two interference orders to
obtain � and ". After � and � are obtained G? or G0 are
found from eq. (3). In some cases this algorithm can be
simplified by replacing both �omGom and �emGem with �mGm,
which is taken for the direction of the mean path ray with
refraction index, nmG.

To understand the consequences of such replacement, let
us analyze the relationship between nomG and nemG before
and after replacement is done. Respectively, we have

n2omG
n2emG

¼ 1

1� � sin2 �mG

1� "�emGem

1� "�omGom

ðA:11Þ

and

n2omG
n2emG

¼ 1

n2m � � sin2 �mG
� n2m � "�mGmðn2m � sin2 �mGÞ

1� "�mGm

ðA:12Þ
Both (A·11) and (A·12) follow from eqs. (1) and (2). In
particular, (A·12) was obtained by considering that refrac-
tion indices of the waves propagating along the same
direction m (direction of the mean path ray) in an optically
active material should obey the following relationships

n�2
omG ¼ n�2

om � �mGm n�2
emG ¼ n�2

em � �mGm ðA:13Þ
The difference between (A·11) and (A·12) approximately
equals �� sin2 �mG which should be less than desirable
accuracy (or "�mGm) in order to apply this approach. As
estimations show, the last condition is fulfilled for TeO2 only
at �mG < 1� and application of this approximation is not
justified for most incident angles at which experimental data
were obtained.

Obviously enough, the above described procedure could
be also applied to optically non-active case and only one
interference order would be necessary to determine � and ".

If interference angles are unknown like in our case, the
information we obtain from LFs is restricted to the radiuses
(am) of the interference curves. In such case, determination
of all optical parameters requires, in principle, three
interference orders. But, as we found after the examination
of our experimental data (see Fig. 3), the accuracy of
determination of G? may become insufficient in this case. At
least for TeO2 and rather small interference angles
(�mG < 7�) we could not get a reliable value of G? by using
simultaneously three interference orders for the same wave-
length. Therefore we could not determine transversal
component unless we used the data for � and ". In our case
� and " were restored from the data on optical constants in
the work.11) Generally, however, we could obtain � and "
from LF of optically active material by solving the problem

for optically non-active case and optimizing the obtained
values afterwards. Indeed, as follows from eqs. (16) and
(18), the influence of optical activity will be negligible for
some angles of interference. In optically non-active case, we
need, in principal, to know only the radiuses of interference
curves (or interference angles) for two orders of interference
to obtain � and ". After getting � and " we can determine
gyration constants, using the interference condition (A·7) in
the form

�m ¼
�����
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
"ð1� � sin2 �mGÞ
1� "�emGem

� sin2 �mG

s

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

"

1� "�omGom

� sin2 �mG

r �����
ðA:14Þ

where

"�omGom ¼ 1

2

��
�2 sin4 �mG þ 4ð"jGkj

þ� jG? � Gkj sin2 �mGÞ2
�1
2 � � sin2 �mG

	
ðA:15Þ

and

"�emGem ¼ 1

2ð1� � sin2 �mGÞ

�

�2 sin4 �mG

þ 4½"jGkj þ ð� � �jG? � GkjÞ sin2 �mG�2
�1
2

� � sin2 �mG


ðA:16Þ

On the other hand, it follows from (A·1) and (A·6) that

nm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a2m
a2m

s
sin �mG ðA:17Þ

Equation (A·2) with left-hand part given by (A·17) and
right-hand part given by (A·3), and (A·4) with refraction
indices

nomG ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

"

1� "�omGom

r
; nemG ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
"ð1� � sin �mGÞ
1� "�emGem

s

ðA:18Þ
where "�omGom and "�emGem are given respectively by eqs.
(A·15) and (A·16), and eq. (A·14) are two equations from
which interference angle and transversal component of
gyration are determined by using only one interference
order. In practice, however, we have to analyze a number of
interference orders to find the one(s) that provides best
conditions for determination of the transversal component.

Following the just-described procedure, we performed
calculations for all interference curves in Fig. 3. We first
determined the angle of interference by living in eqs. (A·15)
and (A·16) only the known parallel component of gyration
and then included both components (jGkj and jG? � Gkj) to
see how much was the difference between the interference
angles. This difference was maximal (�0:3�) only at some
angles from 2� to 5� depending on the wavelength. And,
these angles were found to be very close to the angles for
which
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The G? was determined exactly within a range of these
angles of interference. Below and above this range determi-
nation of G? was exceedingly difficult because the influence
of jG? � Gkj was down to a negligible value of �0:01�. For
this reason, we used only some section of any interference
curve in Fig. 3 to obtain G?. Therefore, G?-curve in Fig. 5 is
a resultant curve composed from experimental results for
different interference orders.
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Abstract

We have investigated how the oxygen-annealing temperature and RE211 addition influence the flux creep at 77 K in

melt-processed DyBa2Cu3O7�d (Dy123). By making conventional flux creep experiments, we found that Dy211 contents

suppress the flux creep. It was also found that the flux creep is more suppressed by the annealing treatment in the lower

temperature. A suppression in the flux creep was observed for samples with the secondary peak effect.

� 2002 Published by Elsevier Science B.V.

PACS: 74.60.Ge; 74.60.Jg
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1. Introduction

In the field of power applications it is necessary

to fabricate superconducting materials with high
critical current densities Jc. An enhancement of Jc
value is in general achieved by increasing the

number of effective pinning centers in supercon-

ductors. The melt-processed REBa2Cu3Oy (RE:

Nd, Sm, Eu and Gd) exhibits the secondary peak

effect on the magnetization hysteresis curve, which

is ascribed to RE rich RE123 clusters with de-

pressed Tc in the matrix [1]. Jc values are largely
enhanced by the secondary peak effect. Recently,

Nariki and Murakami [2] has reported that the

superconducting properties of the DyBa2Cu3O7�d

(Dy123) bulk samples were strongly affected by the

Dy211 contents and the oxygen-annealing tem-

perature. Although there is no Dy–Ba solid solu-
tion and thus no Dy rich clusters, Dy123 exhibits

relatively large secondary peak effect, which is as-

cribed to the presence of oxygen deficient clusters.

It is well known that the amount of oxygen va-

cancies in RE123 phase increases with increasing

oxygenation temperature. A large variation in the

superconducting properties of the present Dy123

with the oxygen-annealing temperature is thus
caused by the variation in the size and distribu-

tion of oxygen deficient regions. Oxygen deficient

clusters with depressed Tc act as the field-induced
pinning centers, which is the source of the peak

effect [3]. In the Dy123/Dy211 composite system

containing the low-Tc phase and Dy211 phase, the

flux creep behavior is expected to be different from

that of a single phase system.
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In the present work, we investigated the effect of

Dy211 addition and oxygen-annealing tempera-

ture on the flux creep properties of Dy123/Dy211

composite bulk superconductors by measuring the

magnetic hysteresis and magnetic relaxation.

2. Experimental

The Dy123/Dy211 composite samples used in

the present study were fabricated by the top-see-

ded melt-growth process, the details of which

were described elsewhere [2]. For the measure-

ments of the superconducting properties, rectan-
gular pieces with dimensions of about 2� 2� 1

mm3 were cut from as-grown bulk samples. To

investigate the effect of oxygen-annealing tem-

perature on the flux creep properties, we used

Dy123 containing 5 mol% Dy211, which was

annealed in flowing oxygen gas at 400, 450, 500,

and 550 �C for 100 h. The effects of Dy211 ad-

dition on the flux creep properties were also
studied with Dy123 containing 5, 10, 20, and 40

mol% Dy211, which were annealed in flowing

oxygen gas at 450 �C for 100 h. The hysteresis

loop and magnetic relaxation measurements were

performed using a commercial SQUID magne-

tometer (Quantum Design, MPMS) with mag-

netic field applied parallel to the c-axis.

We confirmed that the samples with various
Dy211 contents exhibited almost the same Tc value
of 91.5 K. We also confirmed that no appreciable

difference in Tc values was observed for the sam-

ples with different annealing temperatures and the

Tc was also around 91.5 K except the sample an-

nealed at 550 �C, which showed a Tc value of 89 K
and a broad transition.

For the magnetic relaxation measurements, it is
essential for the external field penetrating to the

center of the sample. To establish this condition,

the magnetic field of �7 T was first applied to the

sample and then swept to the desired value. The

time decay of magnetization MðtÞ was measured

for 4200 s at various fields ranging from 0.25 to 3

T at 77 K. The starting time of decay measure-

ments was defined to be tinit ¼ 70 s. This value of
tinit was certified to be sufficiently long with the two
different determination methods of l [4].

3. Results and discussion

Fig. 1(a) and (b) shows the magnetic field de-

pendence of Jc at 77 K, which were calculated from
the hysteresis loop using the extended Bean model
[5]. As shown in Fig. 1(a) the Jc in a low field re-

gion increases with increasing Dy211 contents. In

contrast the secondary peak height decreases with

increasing Dy211 contents. Due to the largest peak

effect, Dy123 containing 5 mol% Dy211 exhibits

Fig. 1. Jc–B curves for the bulk Dy123/Dy211 composite

samples with (a) the different Dy211 contents annealed in O2 at

450 �C and (b) 5 mol% Dy211 annealed in O2 at temperatures

of 400–550 �C.
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the highest Jc values even at the higher fields above
the secondary peak. Furthermore, in Fig. 1(b) one

can see that the secondary peak position gradu-

ally shifts to lower fields with increasing oxygen-

annealing temperature. The Jc value was drastically
depressed over a wide field range in the sample
annealed at 550 �C primarily due to low Tc. Al-
though no appreciable difference was observed in

Tc, one can see a systematic increase in Jc and the

peak field with lowering annealing temperature. In

general the number of oxygen vacancy is increased

at lower temperatures. However, for the enhance-

ment of the secondary effect, one needs to have a

well annealed matrix wherein the small oxygen
deficient clusters are uniformly distributed. We

believe that such microstructure is produced by

low temperature annealing.

Fig. 2(a) and (b) shows the magnetic field de-

pendence of normalized relaxation rate S at 77 K,

which was obtained from the slope of lnM versus

ln t using the least-square method. For the samples
containing 10, 20, 40 mol% Dy211, S was lowered
with increasing the Dy211 contents accompanied

by an increase in the Jc values (see Fig. 1(a)). For
the sample containing 5 mol% Dy211, which ex-

hibits the large secondary peak, shows the lowest

normalized relaxation rate. These results suggest

that both the Dy123/Dy211 interfacial pinning and

the field-induced pinning caused by the oxygen

deficient clusters are effective in reducing the flux
creep. Mochida et al. [6] reported that such a

combined effect of two different pinning mecha-

nisms led to the suppression in S for the Nd123

system, which is consistent with the present Dy123

system. In Fig. 2(b) one can also see that nor-

malized relaxation rate S is lowered with decreas-

ing oxygen-annealing temperature. This result is

also consistent with Jc–B data for the sample with
different oxygen annealing temperatures.

Next, we analyzed the present relaxation data

based on the collective pinning theory [7,8]. Ac-

cording to this theory, the exponent l in the plot

of M�l versus lnðtÞ is an important parameter

to characterize both the relaxation and vortex

dynamics. Phenomenologically, l ¼ �1 gives a

straight line, while l < �1 and l > �1 gives
respective convex and concave curves. In the col-

lective-pinning theory, three different pinning re-

gimes of single-vortex pinning, small and large-

flux bundles are characterized by l ¼ 1=7, 3=2,
and 7=9, respectively. Fig. 3(a) and (b) shows the

magnetic field dependence of the l at 77 K for the

samples with various Dy211 contents and anneal-
ing temperatures. The l are estimated by selecting

a trial value of l and plottingM�l versus lnðtÞ. For
the determination of the l value, a linear regres-

sions was repeated until the quantity (1� R2)

reached the minimum value, where R2 is a statis-

tical correlation constant and ideally unity for a

perfect fitting. The l exhibits the peak for the

sample with 5 mol% Dy211 which has the re-
markable secondary peak. The samples with

Fig. 2. Field dependence of S at 77 K for the Dy123/Dy211

bulk samples with (a) the different Dy211 contents annealed in

O2 at 450 �C and (b) 5 mol% Dy211 annealed in O2 at tem-

peratures of 400–550 �C.
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higher Jc which includes 10 and 20 mol% Dy211,

have the higher l in the low field. In Fig. 3(b) one

can see that the maximum position of l shift to

lower field with increasing oxygen-annealing tem-

perature for samples with the clear secondary peak

which were annealed at 400, 450 and 500 �C. The
positive peak value of l increases with decreasing
oxygen-annealing temperature, that shows the l
value is the higher for the sample with the larger

secondary peak (see Fig. 1(b)). Hence the l value

seems to be strongly correlated with field-induced

pinning.

4. Summary

We measured the magnetic relaxation in Dy123/

Dy211 composite bulk superconductors. An in-

crease in the Dy211 contents was effective in sup-

pressing the flux creep. The oxygen-annealing at

lower temperature could enhance the secondary

peak effect and was also effective in reducing the

relaxation. A reduction in S was observed for the

sample with the large secondary peak. The positive
peak value of l is the higher for the sample with

the larger secondary peak. This implies that the l
is correlated with the field induced pinning.
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Abstract

In order to overcome the difficulties in getting bulk single crystals of Cu-based multinary compounds of high quality,

we have investigated the chemical reaction involving single phase formation, the phase diagrams for bypassing the

peritectic reaction, and the solid-state phase transition and the effect of VI vapor pressure on the crystal growth. The

selenization or sulfurization method of a CuIn alloy is devised to grow single crystals of CuInSe2 or CuInS2. To bypass

the peritectic reaction of CuGaSe2, solution growth has been performed by using a self-flux, and it is shown that large

single crystals can be grown better from a CuSe solvent than from a Cu2Se solvent. In addition, a solvent of Sb2Se3 is

used to grow CuInSe2 single crystals at temperatures below the solid-state phase transition. Furthermore, the melt

growth under controlled VI vapor pressure is adopted to grow high-quality crystals of CuInSe2 and CuInS2. r 2002

Elsevier Science B.V. All rights reserved.

PACS: 81.30.Dz; 81.10.�h

Keywords: A1. Phase diagrams; A2. Single crystal growth; B2. Semiconducting ternary compounds

1. Introduction

There are few practical opto-electronic devices
composed of multinary compounds with tetrahe-
dral coordinations, in spite of their enormous
potential for various applications. One of the
difficulties is caused by the uncontrollability of the
physical properties of these compounds, arising

from the fact that they essentially consist of more
than three elements. Actually, each compositional
atom has the possibility of occupying various
lattice sites and even generating a vacancy and/or
an interstitial during growth, inevitably leading to
difficulties in getting a bulk single crystal of high
quality. In addition, there are always several paths
to obtain precursors of multinary compounds. In
other words, they can be synthesized through
different chemical reaction processes.

In order to overcome the difficulties above-
mentioned, we have investigated (1) all the
chemical reactions until a single phase is formed,
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while at the same time, the intermediate binary
products synthesized during the formation pro-
cess, (2) the pseudo-binary phase diagrams which
are necessary for the strategy to grow a single
crystal bypassing the peritectic reaction and the
solid-state phase transition if they exist, and (3)
the effect of vapor pressure of VI group elements
on the growth of single crystals.

2. Chemical reactions synthesizing a single phase

Prior to the growth of single crystals of better
quality, we should know the formation mechan-
isms, i.e., the chemical reaction process forming a
single phase. We present here the results of
CuInSe2, CuInS2 and CuGaSe2 [1–3]. Differential
thermal analysis (DTA) and X-ray diffraction
(XRD) are used throughout this report. Figs. 1(a)
and (b) show DTA curves of Cu+In+2Se,
CuIn+2Se mixtures and Cu+Ga+2Se, Cu-
Ga+2Se mixtures in the heating process, respec-
tively, where DTA curves of elements and
compounds are also shown for comparison.

For Cu+In+2Se mixture, the chemical reac-
tions and phase transitions are summarized as
follows.

(1) In, Se-In2Se, In6Se7 at 2501C.
(2) Cu, Se-Cu3Se2, Cu7Se4 at 280–4201C.
(3) In2Se: solid-liquid at B5001C.

(4) InSe, In6Se7: solid-liquid at B6001C.
(5) In2Se3: solid-liquid at about 9001C.
(6) Cu7Se4, InSe, In2Se3-CuInSe2 above 9501C.
(7) CuInSe2(sphalerite): solid-liquid at 9961C.

It was found that a few exothermic reactions
just below the melting point of CuInSe2 did not
necessarily occur, and the solid phases of Cu2�xSe
and/or copper sometimes remained even at 10401C
in the liquid of the mixture [1].

For CuIn+2Se mixture, the chemical reactions
and phase transitions are summarized as follows.

(1) Cu1�xInx (x > 0:5), Se-CuInSe2, InSe at
5201C.

(2) Cu1�xInx (xo0:5), Se, InSe-CuInSe2 at
5751C.

(3) InSe: solid-liquid at about 6501C.
(4) CuInSe2: chalcopyrite-sphalerite at about

8101C.
(5) CuSe, InSe-CuInSe2 above 9501C.
(6) CuInSe2 (sphalerite): solid-liquid at 9961C.

According to the phase diagram of the Cu–In
system [4], it is known that CuIn alloy decomposes
into Cu-rich Cu–In phase and In-rich Cu–In phase
with increasing temperature.

In the selenization reaction of In-rich Cu–In
phase at 5201C, CuInSe2 and InSe compounds
were formed, and then most of the CuInSe2
compound was produced at 5751C.
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Fig. 1. (a) DTA curves of Cu+In+2Se, CuIn+2Se mixtures, and (b) Cu+Ga+2Se, CuGa+2Se mixtures in the heating process,

where DTA curves of elements and compounds are also shown for comparison.
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Similar to CuInSe2, most of the CuInS2
compound was also formed from a Cu+In+2S
mixture below the melting point of CuInS2
through the chemical reaction between Cu2�xS
and In2S3�x [3]. Considerable amounts of hetero-
geneous phases, for instance, Cu sulfides having
melting points higher than that of CuInS2, are
considered to coexist with the CuInS2 phase at
about 11001C. On the other hand, the explosive
exothermic reactions from a CuIn+2S mixture at
4801C and 7001C were ascribed to the sulfurization
of the Cu–In phase, where most of the CuInS2
compound is formed [3]. In conclusion, the
selenization or sulfurization method of a CuIn
alloy at temperatures other than 575 or 7001C is
one of the best methods to grow single crystals of
CuInSe2 or CuInS2.

In contrast to the cases mentioned above, the
chemical reactions and phase transitions of Cu-
Ga+2Se are summarized as follows.

(1) CuSe: solid-liquid at B5501C.
(2) Cu-Ga alloy, Se-GaSe, Ga2Se3, CuSe at 550–

7501C.
(3) Ga and Cu selenides: decomposition and/or

selenization at B8001C and B9001C.
(4) CuGaSe2 (chalcopyrite)-CuGaSe2 (sphaleri-

te)+liquid at 10601C.
(5) Cu7Se4, GaSe, Ga2Se3-CuGaSe2 (sphalerite)

above 10801C.
(6) CuGaSe2 (sphalerite): solid-liquid at 11051C.

The CuGa alloy decomposes into Cu-rich Cu–
Ga phase and Ga-rich Cu–Ga phase with increas-
ing temperature, in accordance with the phase
diagram of the Cu–Ga system [5]. The CuGaSe2
phase has already been derived below 9501C
through the liquid phase reaction between the
Cu–Ga phase, mentioned above, and selenium [2].
About a half of the CuGaSe2 phase was confirmed
to be formed, judging from the following two
results.

(1) XRD intensities of the CuGaSe2 phase
reduced to about half after heating up
to 9501C in comparison to those up to
11501C [2].

(2) The heat of transition from the chalcopyrite
phase to the (sphalerite+liquid) phase at

10601C of CuGa+2Se was smaller than that
of CuGaSe2 as shown in Fig. 1(b).

In addition, CuGaSe2 compound was not
perfectly formed at about 11001C since the heat
of fusion at about 11001C of CuGa+2Se was
lesser than that of CuGaSe2 as seen in Fig. 1(b).
Thus, the selenization of the CuGa alloy is not
necessarily needed for the CuGaSe2 single phase in
contrast to the cases of CuInSe2 and CuInS2.

To find another preparation method except for
the selenization of the CuGa alloy, we investigated
the chemical reaction process of Cu+Ga+2Se
mixture as follows.

(1) Cu, Se-CuSe2, CuSe, Cu3Se2 at 280–3801C.
(2) CuSe2, CuSe: solid-phase transition at about

3801C.
(3) CuSe2, CuSe: solid-liquid at about 5301C.
(4) Ga, Se-GaSe at 700–8001C.
(5) Ga, CuSe2, CuSe, GaSe-CuGaSe2 at about

9001C.
(6) CuGaSe2 (chalcopyrite)-CuGaSe2 (sphaleri-

te)+liquid at 10601C.
(7) CuGaSe2 (sphalerite): solid-liquid at 11051C.

The heat of transition at 10601C of Cu+-
Ga+2Se is in good agreement with that of
CuGaSe2 as seen in Fig. 1(b). Hence, the CuGaSe2
phase is formed by the exothermic reaction at
about 9001C. Thus, it is considered that the
CuGaSe2 phase is completely formed from a
Cu+Ga+2Se mixture below 10601C. In addition,
the heats of transition and fusion at about 10601C
and 11001C of a CuSe2+Ga mixture are also in
agreement with those of CuGaSe2. Therefore, it is
expected that the chemical reaction between Cu
selenides and gallium is one of the best preparation
methods for CuGaSe2.

3. Phase diagrams and solution growth

On the basis of the pseudo-binary phase
diagram of Cu2Se–Ga2Se3 system, it is shown that
the CuGaSe2 chalcopyrite phase is formed through
a peritectic reaction from the (sphalerite+liquid)
phase to the chalcopyrite phase [6,7]. Therefore, a
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large single crystal is difficult to be grown from the
stoichiometric melt, and hence the solution meth-
od using a self-flux is recommended to obtain a
single crystal of higher quality. Actually, the
crystal growth of CuGaSe2 has been performed
by the self-flux method, using Cu2Se and CuSe
solvents [8,9].

The Cu2Se–CuGaSe2 phase diagram shows that
the transition line from sphalerite to chalcopyrite
phase exists at 10541C in 55–100mol% CuGaSe2.
In addition, a eutectic line was deduced at 9961C in
25–100mol% CuGaSe2, and the eutectic point
exists at 9961C for 34mol%. In this case, single
crystals of CuGaSe2 could be grown using the
liquidus line in the composition ranging from 35 to
50mol% CuGaSe2, resulting in a short (20mm at
most) single crystal [8].

In contrast to the Cu2Se solvent, the phase
diagram of the CuSe–CuGaSe2 system was de-
duced as shown in Fig. 2(a). The transition line
from sphalerite to chalcopyrite phase is considered
to be between 58 and 100mol% CuGaSe2. The

(chalcopyrite+liquid) phase exists under the
liquidus line in the composition ranging from 0
to 58mol% CuGaSe2, which can be used to grow
the CuGaSe2 crystals. Here, the crystal growth was
achieved using the 10–55mol% CuGaSe2 range.
As the liquidus line for the chalcopyrite phase to
be precipitated is wide in comparison to the Cu2Se
case, a long single crystal of 50mm in length was
obtained as shown in Fig. 2(b). The XRD patterns
of the grown ingot are shown in Fig. 2(c). The top
50mm of it (‘‘15mm’’ and ‘‘45mm’’ in this figure)
had the single chalcopyrite phase of CuGaSe2. The
XRD intensity of the CuSe phase shown by open
circles increases as it moves from ‘‘65mm’’ to the
end of the ingot. It was found that the composition
of the top (‘‘15mm’’ and ‘‘45mm’’) was nearly
stoichiometric (Cu=26%, Ga=24%, Se=50%).
It was also shown that larger single crystals were
grown from a CuSe solvent than a Cu2Se solvent.

On the other hand, we have attempted to
grow CuInSe2 single crystals at temperatures
below the solid-state phase transition using Sb2Se3

Fig. 2. (a) Pseudo-binary phase diagram of the CuSe–CuGaSe2 system, (b) a photograph of an as-grown ingot and (c) XRD patterns

of ingots grown using a CuSe solvent. The CuSe phase is indicated by open circles. Each spectrum is normalized to the (1 1 2) line of

‘‘15mm’’.
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as a solvent [10]. It is expected that Sb2Se3 is not
incorporated in CuInSe2 crystals, which is con-
sidered from the results of the liquid phase
epitaxial growth of AgGaS2 using an Sb2S3 solvent
[11]. The phase diagram of the Sb2Se3–CuInSe2
system determined from the XRD and DTA
results is shown in Fig. 3(a). The eutectic tempera-
ture is deduced as 5201C between 5 and 90mol%
CuInSe2. The eutectic composition is evaluated to
be 10mol% CuInSe2. The transition point from
sphalerite to chalcopyrite phase exists at about
8001C in 50–100mol% CuInSe2. Hence, it is
expected that a CuInSe2 chalcopyrite phase rises
much lower than the transition point in 10–
50mol% CuInSe2 at 520–8001C.

Based on the phase diagram of Fig. 3(a), the
bulk single crystals were grown from a solution of
50mol% CuInSe2. A photograph of a typical
grown boule is shown in Fig. 3(b). A single crystal
of about 11mm in length was grown from the
bottom of the boule along the growth direction.
From XRD patterns of three parts labeled ‘‘a’’,

‘‘b’’ and ‘‘c’’ of the boule, only the ‘‘a’’ part
showed the pure CuInSe2 chalcopyrite phase. In
the ‘‘b’’ and ‘‘c’’ parts, the Sb2Se3 phase was
included. Fig. 3(c) shows the composition varia-
tion along the growth direction of the boule
measured by EPMA. The Cu:In:Se ratio is shown
to be about 1:1:2 and is uniform throughout the
region ‘‘a’’ of the single crystal, while antimony is
detected in the boule above 12mm. The impurity
analysis of the ‘‘a’’ part was performed by means
of inductively coupled plasma (ICP) spectrometry.
The result indicated that the region ‘‘a’’ contained
antimony at a level o0.1mol%.

4. Crystal growth under controlling VI vapor

pressure

It is sometimes effective to grow bulk single
crystals of multinary selenides and sulfides by
applying vapor pressure of VI group element,
because the VI vapor pressure is normally very

Fig. 3. (a) Pseudo-binary phase diagram of the Sb2Se3–CuInSe2 system, (b) a photograph of a grown boule, region ‘‘a’’ corresponds to

the CuInSe2 single crystal in the bottom, and (c) variations of Cu, In, Se and Sb compositions of a grown boule along the growth

direction.
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high in comparison to that of the other composi-
tional elements so that the VI elements are easily
evaporated from the products even after final
compounds are synthesized. In addition, the
solidifying points were found to be sensitive to
the vapor pressure of VI group elements as well as
the compositional deviation from stoichiometry
[12]. Fig. 4(a) shows the VI vapor pressure
dependence of the solidifying points of CuInSe2,
CuGaSe2, AgGaSe2, AgInSe2 and CuInS2 com-
pounds. For example, the solidifying point of
CuInSe2 decreased by about 1301C with increasing
Se vapor pressure up to 760Torr. The phase
transition point from chalcopyrite to sphalerite
structure decreased down to about 8001C as Se
composition increased at the (CuIn)–2Se system
[13], while the transition point was found to be
almost fixed at B8201C with varying Se vapor
pressure [14]. It is expected that the heterogeneous

phases in the CuInSe2 phase are not produced in
the region under 760Torr of Se vapor pressure.
The solidifying point without applying Se vapor
pressure was 9961C in good agreement with that of
5 Torr. It is suggested that CuInSe2 crystals grown
under the applied Se vapor pressure of >5Torr
have Se-rich compositions, while the crystals
grown under o5Torr have the (CuIn)-rich com-
positions. This can be explained by the facts that
the Se-poor crystals grown under lower Se vapor
pressures (2–7Torr) showed the n-type conduc-
tion, and the others (Se-rich crystals) showed the
p-type conduction [15,16].

Fig. 4(b) shows a photograph of the as-grown
crystal by horizontal Bridgman method control-
ling Se vapor pressure. The part of a Cu+In
mixture was first heated to 7001C and then
solidified to make a CuIn alloy. Next, the CuIn
alloy in the high-temperature zone was heated up
to 10201C, while the low-temperature zone was
heated to a temperature corresponding to the
desired Se vapor pressure. At the high-temperature
zone, the CuIn phase was selenized to form the
CuInSe2 phase. Then, the temperature gradient of
31C/cm was moved electrically at a speed of about
1 cm/h. All portions of bulk crystal grown from
‘‘T’’ to ‘‘E’’ in Fig. 4(b) had a single phase of the
chalcopyrite structure and no extra XRD lines
were observed. It is seen that the single crystals of
p-type conduction with large Hall coefficients and
mobilities were prepared at Se vapor pressures
from 10 to 25Torr [16]. Here, it was shown in view
of the phase diagram of CuIn–2Se system [13] that
single crystals of high quality could be grown by
controlling the Se vapor pressure. The crystals
contained no cracks and twins so that the Hall
effect could be successfully measured down to
about 20K [16,17].

In addition, we attempted the growth of CuInS2
bulk single crystals by the same preparation
method as that of CuInSe2 [3]. On visual inspec-
tion, the crystallinity of the bulk crystals became
better with decreasing S vapor pressure down to
200Torr. In other words, the samples prepared
under higher S vapor pressures contained many
voids and cracks, and single crystals of better
crystalline quality were grown under S vapor
pressure around 200Torr.

Fig. 4. (a) VI vapor pressure dependence on solidifying points

of several ternary compounds and (b) a photograph of the as-

grown crystal by horizontal Bridgman method controlling Se

vapor pressure.
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5. Summary

(1) Prior to the growth of better quality single
crystals of multinary compounds, we have
investigated the formation mechanisms, i.e.,
the chemical reaction process forming the
single phase. For the most suitable preparation
method, the selenization or sulfurization
method of a CuIn alloy was devised to grow
single crystals of CuInSe2 or CuInS2, respec-
tively, but at the same time it was shown that
this was not the case for CuGaSe2.

(2) To obtain a CuGaSe2 single crystal of higher
quality, where the chalcopyrite phase is
formed through a peritectic reaction from the
(sphalerite+liquid) phase to the chalcopyrite
phase, the solution growth of CuGaSe2 has
been performed based on the phase diagrams
of the Cu2Se–CuGaSe2 and CuSe–CuGaSe2
systems. The results showed that large single
crystals could be grown better from a CuSe
solvent than from a Cu2Se solvent. On the
other hand, we attempted to grow CuInSe2
single crystals using Sb2Se3 as a solvent at
temperatures below the solid-state phase tran-
sition. The phase diagram of the Sb2Se3–
CuInSe2 system showed that an Sb2Se3 solvent
was suitable for the growth of CuInSe2
crystals, which was also proved to be correct
for the actual crystal growth.

(3) It is sometimes effective to grow bulk single
crystals of multinary selenides and sulfides by
applying VI vapor pressure, since the solidify-
ing points are found to be sensitive to the VI
vapor pressure. For example, in the case of
CuInSe2, it was shown that the single crystals
of high quality without cracks and twins could
be grown by controlling Se vapor pressure. In
addition, the crystal growth of CuInS2 was
performed by the same preparation method as
that of CuInSe2.

Finally, we also described the synthesis solute
diffusion method by controlling the growth rate
for the single crystal growth of CuInSe2 [18]. The
CuInSe2 phase precipitated from CuIn and Se
solutions at temperatures below the melting point

of CuInSe2 as was predicted by the phase diagrams
of the CuIn–2Se system.

Recently, we have been applying the investiga-
tions mentioned above to grow bulk single crystals
of Cu-based chalcopyrite-like quaternary com-
pounds [19,20].
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Abstract

To improve the crystallinity of CaGa2S4 single crystals, we have grown the crystals under various conditions by the

horizontal Bridgman method using a travelling temperature gradient. If we lower the growth speed to o0:5 cm=h while

keeping the growth temperature close to but a little higher than the melting point, cracks and voids in the crystals are

substantially reduced. A carbon boat is adopted in order to avoid the reaction of an ampoule with the material solution,

which is found effective to improve the quality of a grown crystal. However, an absorption band with a peak at 3.2 eV

newly emerges to turn a grown crystal yellowish.

Absorption spectra of Ce3þ-doped crystals are also measured. As a result, the energy separation between the 5d

sublevels of Ce3þ ion, i.e., T2g and Eg is first estimated as 0.8 eV. r 2002 Elsevier Science B.V. All rights reserved.

PACS: 81.10.�h

Keywords: A1. Doping; A2. Bridgman technique; A2. Growth from melt; A2. Single crystal growth; B1. Calcium compounds;

B1. Sulfides

1. Introduction

Ce3þ-doped alkaline earth thiogallates
(MGa2S4; M=Ca, Sr, Ba) have been regarded as
host materials for blue electro-luminescent devices.
So far, thin films of these thiogallates have been
exclusively investigated, because they were the
candidates closest to practical applications, since
the first EL device using CaGa2S4:Ce

3þ thin films
was fabricated by Barrow et al. in 1993 [1].

Another interesting property found in these
materials is a laser oscillation which has been first
recognized in a Eu2þ-doped CaGa2S4 single crystal
[2]. In the case of Ce3þ doping, a similar
phenomenon is also expected in the same or
similar thiogallates. However, to check the useful-
ness of the material for laser devices, a large host
single crystal which is free from strain, voids and
cracks is needed. It should also be homogeneous
with respect to the distribution of the rare earth
element doped. Thus, growing high-quality single
crystals is highly desired from both practical and
basic research points of view.

Driven by the motivations above, we have
constructed the pseudo-binary phase diagrams of

*Corresponding author. Tel.: +81-3-5317-9733; fax: +81-3-

5317-9432.

E-mail address: takiz@chs.nihon-u.ac.jp (T. Takizawa).
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the CaS–Ga2S3 and SrS–Ga2S3 systems using the
differential thermal analysis (DTA) and powder
X-ray diffraction [3,4]. It is found that both
materials have congruent melting points with
eutectic reactions between SrGa2S4 or CaGa2S4
(50mol% Ga2S3) and Ga2S3 (100mol% Ga2S3). It
has already been reported that alkaline earth
thiogallates have high melting points of > 11501C
which is too high to utilize quartz ampoules for the
crystal growth. One of the methods to overcome
this difficulty is the single-crystal growth using a
self-flux, whereby single crystals can be grown at
temperatures lower than a melting point.

In the processes of constructing the phase
diagrams, the melting points of CaGa2S4
and SrGa2S4 have been exactly determined as
11321C and 12301C, respectively. The former
value is low enough to use a quartz ampoule for
the crystal growth. Thus, we try to grow
single crystals of CaGa2S4 by the melt method
using a vacuum-sealed quartz ampoule. However,
in the case of SrGa2S4; the melting point is too
high to use quartz, and the flux method (Ga2S3 is
used as a flux) should be adopted instead. In this
case, even if a conventional furnace with an
appropriate temperature gradient is used, compo-
sitional deviation may take place along the
growing direction, and special care should be
taken to keep the homogeneity of the Ce3þ

concentration in the growing process. Here, for
simplicity, we confine ourselves only to CaGa2S4
and describe its crystal growth in detail to-
gether with its optical absorption and photolumi-
nescence (PL).

A single, transparent and colorless crystal of
CaGa2S4 has been successfully grown, and Ce3þ

doping has also been carried out [4]. However, the
resultant crystals contained many voids and
cracks. In addition, as the amount of Ce3þ content
was increased, the crystallinity became worse and
if the content was increased more than 1.0 wt%,
crystals were colored too blackish to be used for
optical measurement.

In order to improve the crystallinity of undoped
CaGa2S4; we searched for the proper temperature
and the growth speed for single-crystal growth of
CaGa2S4: In what follows, we report the results
ever obtained and also the relation between doping

content and crystallinity as well as the optical
absorption and PL of the resultant crystals.

2. Crystal growth of CaGa2S4 in a horizontal

furnace

Two elements of Ca, S and a compound of
Ga2S3 were weighed approximately to 7 g. The
mixtures of CaþGa2S3 and sulfur element were
separately set in both sides of a quartz ampoule of
13 mm f� 300 mm: The CaþGa2S3 side was
controlled at 4001C and the sulfur side at 3001C
for 24 h. After this treatment, the precursor was
synthesized by heating the whole ampoule up to
11201C. The details were described in a previous
paper [4]. The precursor thus prepared was divided
into two or three parts. Each part was poured into
a respective carbon boat and sealed in another
ampoule and was grown under various conditions
described below. A carbon boat was used for
preventing reaction between an ampoule and the
precursor at high temperature. Growth speeds
were chosen at 0:5 cm=h and 0:25 cm=h: Three
solidifying temperatures, 11301C, 11321C (melting
point) and 11351C were adopted to grow single
crystals. The melts were kept for 1 h at these
temperatures, respectively, and cooled down at
each speed in a horizontal Bridgman furnace. Thus
six different types of samples were grown. The
solidifying temperature 11351C, a little higher than
the melting point (11321C) together with the
slower growth speed gave the best result of all.
Temperature much higher than the melting point
resulted in many cracks in the grown crystals.
Fig. 1(a) shows a photograph of a product grown
at a speed of 0:25 cm=h at 11321C. It was
approximately 2 cm in length and yellow in color.
As shown in this figure, it was like a sintered
polycrystal composed of small grains. Fig. 1(b)
shows a photograph of a crystal prepared at
0.25 cm/h at 11351C. In this case, the crystal was
transparent for the whole length. The grain size of
the resultant crystals was plotted against solidify-
ing temperatures at two growing speeds (Fig. 2). It
was estimated by measuring the maximum dia-
meter of single grains in a crystal under an optical
microscope. As the maximum temperature of the
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melt was increased and the growth speed was
slowed, a grain with larger size was obtained.
Fig. 3 shows the relationship between the lengths
of single-crystal domains along the growth direc-
tion and solidifying temperatures. At a speed of

0.25 cm/h, the size of a single domain became
larger with increasing temperature. On the other
hand, those of the single crystals grown at
0.50 cm/h did not show remarkable variations
with solidifying temperature. In conclusion, the
size of a single domain in a grown crystal along the
growth direction was determined mainly by the
growth speed. The crystals prepared by this
method were a little opaque and yellowish, while
the crystals grown without a carbon boat was
transparent and colorless as reported in a previous
paper [4]. To investigate the origin of the yellowish
color of the crystals grown in a carbon boat,
optical absorption spectra were measured and the
results are discussed in the next section.

3. Absorption spectra of a crystal grown in a carbon

or a quartz boat

Absorption spectra were measured using a
deuterium lamp as a light source. Light from a
monochromator (NALUMI RM-23-I) was trans-
mitted through a sample attached to a cold head of
a cryostat and detected by a photomultiplier
(HAMAMATSU R562). Temperature was varied
between 10 and 300K. Fig. 4 shows light absorp-
tion spectra of two respective single crystals at a
speed of 0.50 cm/h at 11351C. One is grown in a
carbon boat and the other in a quartz boat coated

Fig. 1. Photographs of single crystals grown at a speed of

0.25 cm/h from: (a) 11321C and (b) 11351C.
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with carbon film. The crystal grown in a quartz
boat shows only the fundamental absorption. In
contrast, an absorption band with a peak at 3.2 eV
was observed in the crystal grown in a carbon
boat. By measuring temperature variation of the
absorption at 3.2 eV, it was found that the peak
position, shape of the absorption spectrum showed
almost no change with temperature. The origin of
this absorption was not made clear at this stage,
but was considered to be related with the
impurities incorporated from a carbon boat.

Fig. 5 shows temperature variation of the band
edge of an undoped crystal with temperature. The
band edge was estimated by extrapolating the
slope of the square of absorption coefficient
against photon energy to zero absorption. From
the temperature gradient > 100 K; the temperature
coefficient of the absorption band edge was
estimated as 1:2� 10�3 eV=K: The coefficient is
almost the same as that of the ionic crystals such
as AgCl, suggesting that the CaGa2S4 crystal has a
strong ionic character.

4. Absorption spectra of Ce3þ-doped crystals

In crystals doped with Ce3þ; absorption spectra
were also observed. The crystals used in this
measurement were grown in quartz boats. The
concentration of Ce3þ was varied from 0.1 to
1.5wt%: Absorption spectra of the crystals with

various Ce3þ concentration at room temperature
are shown in Fig. 6. Two absorption bands were
observed. One has a peak at 2.9 eV and the other
appears as a shoulder near the band edge. The
intensities of the absorption of the two bands
increased with increasing Ce3þ concentration. The
absorption band around 2.9 eV was already known
to arise from Ce3þ and was attributed to the
optical transition between 4f and 5d states. The 4f
states of Ce3þ ions split into the spin–orbit pair
consisting of 2F7=2 and 2F5=2; while the upper 5d
states split into an upper Eg and a lower T2g due to
the crystal field. The absorption around 2.9 eV is
assigned to the transition from 2F7=2 to T2g: The
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absorption band appearing as a shoulder near the
fundamental absorption edge was observed for the
first time, thanks to the high quality of the crystal
used in this experiment. The new band is
considered to be the transition from 2F7=2 to Eg:
Now, the difference between Eg and T2g can be
estimated as 0.8 eV.

5. Conclusion

We have grown single crystals of CaGa2S4
under various conditions. A slower growth speed
and higher temperature of the melt were found to
be effective in growing a large single crystal. The
growth speed was also a key factor to make a large
single domain along the growth direction.
Although a carbon boat was used to avoid
reaction of a quartz ampoule with the crystal,
the resultant crystal became a little opaque and
yellowish, giving rise to a new absorption band
around 3.2 eV. The origin of the absorption is
believed to be due to the contaminations from a
carbon boat.

Absorption spectra were measured for Ce3þ-
doped crystals grown in quartz boats and two
absorptions were found at 2.9 eV and near the
band edge. As a result, the energy separation
between T2g and Eg of the 5d multiplets of Ce3þ

was estimated as 0.8 eV for the first time.
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Abstract

W h�v ���������d �h ���d�-������ �h�� d��g��m �f �h ��S–G�2S3 ����m �� ��d� �� ����� ���g� �������� �f

��G�2S4. B��d �� �h d��g��m, ���g� �������� d��d 
��h 0.1, 0.2, 0.4, 0.8 ��d 1.5
�% �3þ �� g��
� f��m m�� ��

�h h���z����� B��dgm�� m�h�d. Ph�����m������ ������ �f �h� �������� �� m����d �� ���m �m������. �h

�v���� f����� �� �� g��d �g�m�� 
��h �h �����d d��� �f �h�� fi�m�. H�
v�, �h m������ �������� d�� ���

�h�
 � ����� ������� �h�� 
��h d��d �3þ ������������ �� m�� �h�� 0.4
�%, ����m���� ����� �f �h

���������� ������g f��m �h �v�d����g. # 2001 E��v�� S���� B.�. ��� ��gh�� ���vd.

PACS: 81.10.�h

Keywords: ��S; G�2S3; ��G�2S4; Ph�� d��g��m; M�� g��
�h; H���z����� B��dgm�� m�h�d

1. Introduction

F����
��g � ��v���� 
��k �� �h �������
g��
�h �f S�G�2S4 [1], 
 ����� h� � ��m����
����� f�� ��G�2S4. �� �� 
�� k��
�, ����m
�m�� d��d ��G�2S4 �h�
� ��� m������
��d� ����m������� �f �����v���� ��gh�, ��d ��
�g��dd �� � ���m����g ���d�d�� f�� � ���
�m�� �f �h f��� ����� d������ [2].

����h� ����� �f ������ �� �h ���� �����������
�h�� 
�� ����vd �� ��G�2S4 : E�

2þ ���g� ����-
���� �����d �� �h ��d�� ��������� m�h�d [3].
�� ��������� ��m�d ���� ����g RE-d��d

��G�2S4 �� ���� ��gg��d �� I�d� � ��. [4], 
h��h
h�� � g��d �dv����g �f � 
�v��g�h ������
���� �� ��
� g�� ��d ��� �����v���� �g���.
H�, �� �h���d � �����d �h�� �h�� ����������� 
���
� ����zd ���� �f � ���g� ������� �f h�gh q������ ��
g��
�.

H�
v�, �� �� �h ��� �f S�G�2S4, ���g�
�������� �f h�gh q������ h�v ��� �� g��
� ��,
��d �h�� ����� �� k��
� ����� �h ����� �������
�������� �f ��G�2S4. N�
, � ����� �h��
d��g��m �f �h ���d�-������ ����m �f ��S–
G�2S3 �� �����g�� �q���d f�� �h m�� g��
�h �f
�h �������.

I� �h�� �����, fi���, 
 ����� �h �h��
d��g��m �f �h ��S–G�2S3 ����m ���������d
�h���gh D�� ���v� ��d ��
d� X-��� d�ff�������
������� f����
d �� � ����� �f �h ������� g��
�h
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�f ��G�2S4 : �
3þ �� �h h���z����� B��dgm��

m�h�d. D��������� �� ���� m�d �� �h ���m
�m������ �h�����m������ �f �h ���g�
�������� d��d 
��h �3þ �f � ������������
���g��g f��m 0.1 �� 1.5 
�%.

2. Phase diagram of the CaS–Ga2S3 system

�h D�� ������m�� �� �h ��m �� �� �
��v���� ���� [5]. �h ���� ��d �f �h D��
m����m�� 
�� fi	d �� 28�/m��. �
� �m���
�f ������m ��d ���f�� ��d � ��m����d �f G�2S3

� 
�ghd �� � �� � ��hd��d ��m����������
����� �� � g�����	 fi��d 
��h ��g�� g�� ��d ���d
�� � q����z �m���� �f 7 mm1� 40 mm ��d�
v����m �f 10�3 ����. �h m�h�d �f ����������
�f G�2S3 
�� �h ��m �� �����d �� � ��v����
���� [1]. �h ���� ���f�� �f � q����z �m����

�� ����d 
��h ������ fi�m �� fi���g ����� ��
���. �h�� ����m�� ����d ��v�� �h m�� �f �h
m�	��� f��m ����k��g �� �h 
��� ����d ��
�m����. �h ���d���� �f�� D�� m����m���

� �����zd �� ��
d� X-��� d�ff������� ��
���m �m������ ����g �h ��-Ka ���.

F�g. 1(�) �h�
� D�� ���v� �� �h ������g
������ ��
� 50 ��d 75m��% G�2S3. �h
m����g ����� �f �h ��m����d� ��
�� 
��h

��������g G�2S3 ������������. �h ��k ��
9758� 
�� f���d �� v�� D�� ���v �f �h
��m����d� ���v 50m��% G�2S3. F�g. 1(�)
�h�
� ��
d� X-��� d�ff������� ������� �f
�h ���d���� �f�� D�� m����m���, 
h�
�h d�ff������� �������� 
�� ���m���zd �� ��h
m�	�m�m. �h d�ff������� ���� f��m � ��m��

��h 50m��% G�2S3 
�� �� �g�m�� 
��h �h
�����d X-��� ������ �f ��G�2S4 [6]. F�� �������,
�h ���� �f G�2S3 
� m��kd 
��h d��� ��
F�g. 1(�). I� �� �� �h�� �h d�ff������� ������� �f
�h ��m����d� �� �h ������������ ���v
50m��% G�2S3 
� m�	d ��� �f ��G�2S4
��d G�2S3.

F�g. 2(�) �h�
� D�� ���v� f�� �h ��m����d�
��
� 75 ��d 100m��% G�2S3. E	��� f��
100m��% G�2S3, �h� �����d �h� ��g���� ��
975, 9958� ��d �� �h m����g �����. �������� ��
F�g. 1(�), �h m����g ����� ���� 
��h ��������g
G�2S3 ������������, �� ��d����d �� �h ����
� ��
F�g. 2(�). F�g. 2(�) �h�
� ��
d� X-��� d�ff�������
������� �f �h ���d���� �f�� D�� m����m���.
�h d�ff������� ���� �f ��G�2S4 
� ��d����d ��
�h �����g��. I� �� ������ �� �h�� �h ��m����d�
������� �f �h m�	���� �f G�2S3 ��d ��G�2S4.

B��d �� �h� ������, �h ���d�-������ �h��
d��g��m �f �h ��S–G�2S3 ����m 
�� dd��d ��
�h�
� �� F�g. 3 v�� ��m���� �� �h�� �f S�G�2S4.

F�g. 1. (�) D�� ���v� �f 50–75m��% G�2S3 �� �h ������g ������ �� �h ��S–G�2S3 ����m. �h h����g ��d ������g ���� �� fi	d

�� 28�/m��. (�) �h ��������d��g X-��� ��
d� d�ff������� ������� ���m���zd �� �h ������v h�gh�� ���. �h d��� ��d���� �h

G�2S3 �h��.
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� ������ ������� 
�� f���d �� �h �g��� f��m
50 �� 100m��% G�2S3 
��h �h ������ ����� ��
9758� �� 75.0m��% G�2S3. S�m���� �� �h ��� �f
S�G�2S4, �h ��f-��	 m�h�d �� ����g G�2S3 �� �
��	 
��� ���� � ���mm�dd f�� �h ���g�-
������� g��
�h �f ��G�2S4. H�
v�, �h m����g
����� �f ��G�2S4 (11328�) �� ����� 1008� ��
�
�h�� �h�� �f S�G�2S4 (12308�), ��d �� ���� �������
f�� �h m�� g��
�h ����g � q����z �m����. I�
�dd�����, �f RE ��� d����g �� �q���d, �h m��
g��
�h 
��� � ���� �� ��h�v �h h�m�g����

d����g, ����� �h dv������ �f ��m�������� d�
�� �m������ v�������� ��� � ����� �������d
�� �h m�� g��
�h �� ��m������� �� �h ��������
(��	) g��
�h m�h�d. B��d �� �h�� �����d������,
�h ������� g��
�h 
�� ��f��md �� �h m��
m�h�d �� �h ����� ���, ��d �h d����� ��
d�����d �� �h �	� ������.

3. Crystal growth of CaGa2S4

�� �� �h ��� �f S�G�2S4, II� �m�� ��
�����g�� ����� �����d 3008� 
��h �h S �m��,
��m��m� ������g �h d��������� �f q����z
�������� �� �h h�� �f �h 	��h�m�� �������.
B� ��k��g � ������ ��� �� �h�� �������, 

�����d �h �������� �f ��G�2S4 �� �h f����
-
��g ����d��. F����, �
� �m��� �f ��(3N),
S(6N) ��d � ��-����d ��m����d �f G�2S3 
�

�ghd �� �h �����h��m���� ��m�������� ��
����� 7 g �� ����� �� ��g�� g�� ��m���h�. �h�
�h ��+G�2S3 m�	��� 
�� ����d ���� � q����z
���� (8mm1�100mm) ����d 
��h ������ fi�m
����d. �h�� ���� 
�� �� �� �� �� �d �f ����h�
q����z �m���� (13mm1�300mm). �h S ��
-
d� 
�� �������� ��� �� �h ��h� �d �f �h

F�g. 2. (�) D�� ���v� �f 75.0–100m��% G�2S3 �� �h ������g ������ �� �h ��S–G�2S3 ����m. �h h����g ��d ������g ���� ��

fi	d �� 28�/m�� ��d (�) �h ��������d��g X-��� ��
d� d�ff������� ������� ���m���zd �� �h ������v h�gh�� ���. �h ����d

�����g�� ��d���� �h ��G�2S4 �h��.

F�g. 3. P��d�-������ �h�� d��g��m �f �h ��S–G�2S3
����m.

C. Komatsu-Hidaka, T. Takizawa / Journal of Crystal Growth 222 (2001) 574–578576



�m���� 
h��h 
�� fi����� ���d ��d� v����m �f
10�6 ����.

�h v�����d �m���� 
�� �� �� � �
�-z��
f�����, ��d �h ��+G�2S3 ���� 
�� h��d ��
4008�, 
h�� �h ���f�� ���� 
�� k�� �� 3008� f��
24 h. �h�� �d �� � ��m��� ������� ��
� ��
��d S, �., S 
�� ��m����� ������d �� �h
��+G�2S3 m�	��� �� �h q����z ����. �h�, �h

h�� �m���� 
�� h��d �� �� 11208� j���
���v �h m����g ����� �f G�2S3 ��d k�� f�� 1 h.
�h�� � 
h�� �������� �f ��G�2S4 
�� ����h-
��zd. �h �������� 
�� ��k� ��� f��m �h
�m���� ��d g����d, ��d �fi��d �� ����h�
������ ����d q����z ����. �h�� ���� 
�� �g���
d����� ���d �� ����h� q����z �m����
(13mm1�120mm) �� �h ��m m���� �� d-
�����d ��v������. �h ������� g��
�h 
�� ��-
f��md �� �v����g �h �m������ �f �h
�m���� �� 11508� ��d �� m�k��g � �m���-
��� g��d��� �f 78�/�m ��d m�v��g �h �m���-
��� ���fi� ������������ [5]. �h g��
�h ��d

�� ����� 0.5 �m/h.

�3þ d����g 
�� m�d �� m�	��g ��
d�d
�2S3 �f �� ���������� q������� 
��h �h
��������. �h��, d����g� �f 0.1, 0.2, 0.4, 0.8 ��d
1.5
�% �3þ 
� ��f��md. �������� d��d

��h ��� �h�� 0.5
�% �3þ 
� ��������, � �����
����
��h ��d ����������, ��� �h�� ���v
0.5
�% ���m �����d ����k �h��gh ������
����������. �h ������������� ���m 
��� ��
�h ������������ �f � ������d. I� �h �����
���, �f �h � ������ 
�� m�d g���� �h��
1.5
�%, �h �������� �������� ���m ����k ��d
�� m�� ����������. I� �dd�����, �h� h�d m���
����k� ��d v��d� ����d�.

I� F�g. 4 �� �h�
� � �h���g���h �f � 0.8
�%
�3þ d��d �������. �h ������� �� ����� 7mm ��
d��m�� ��d 5mm �� ��g�h. I� �� ����� ���vd
����g �h g��
�h d�������, �.., �h [1 0 0] d���-
����, �� �� �� � ���������� ���v�g ���f�� ��
F�g. 4.

4. Emission spectra of CaGa2S4 : Ce
3+

�h m������ ������ �f ��G�2S4 : �
3þ 
�

m����d �� ���m �m������. S�m��� 
� 	��-
�d �� � 325 �m H–�d ����(Om���h��m 3056-

15M) 
��h �� ������ ��
� �f 23mW, �h
�������� �f 
h��h 
�� �d��d �� 1/10 ����g �
������ fi���. �h m������ 
�� d�����d �� �
m����h��m����(N�LUMI RM-23-I) ��d d-
���d �� � �h���m��������(H�M�M��SU
R562).

F�g. 5 �h�
� m������ ������ �f ���g� ��������
�f ��G�2S4 
��h v������ � �������������.

F�g. 4. Ph���g���h �f � ���� �f � ��G�2S4 ��g�� d��d 
��h

0.8
�% �3þ g��
� f��m m�� �� �h h���z����� B��dgm��

m�h�d. �h m�h ��z �� �h fig�� �� 1 mm� 1 mm. �h

�h��k��� �� ����� 5mm. �h ���������� ��d ��� ���f�� ��

m�d �� ���v��g �h ������� ����g �h g��
�h d�������.

F�g. 5. Em������ ������ �f ��G�2S4 d��d 
��h v������ �3þ

������������.
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Em������ �������� 
�� m����d �� ����g ��
-
d�d ��m��� fi��d �� ���������� h�v��g �
��m ��z. �h�� m�h�d 
�� dv��d �� h�m�g��z
�h m������ f��m �h �����d ���f��� �f
���g� �������� ��d �� ��m���� �h ff�� �f �h
��m�� ��z �f ��h �������.

I� �� �� f��m F�g. 5 �h�� �h m������ ��������
������� �� �h ������������ �f � �������, ��d
�h�� �� �������� ���v 0.4
�% �3þ. I�� �v����
f���� �� �� g��d �g�m�� 
��h �h �����d
d��� �f �h�� fi�m� [7]. O� �h ��������, h�
v�,
�h �h��� m������ f��m �h�� fi�m� �������
������� �� �� 6.0
�% �f �3þ ��d �h� ��������
���v �� [7].

I� �h ����� g��
�h m�h�d, �� �� �m������� ��
k� �������� ���������� 
��h d����g �3þ m��
�h�� 1.5 
�% �� ����d� m�����d �� �h ��v����
������. �h�� �h d����g m�h����m �� �h��gh� ��
� v�� d�ff��� ��
� �h m�� g��
�h ��d �h
�h�� fi�m ����������. I� v�
 �f �h ���f��
m���h���g�, �� ��� � ���d �h�� �h ����k ���� ��
� h�gh�� d��d ������� �������� �f ����������
������d �v� � �g��� �����d�d. S��� �h
�h��g ��m�������� �� ��� �������hd �f � �3þ

��� ���������� �h ��2þ ��� �f ��G�2S4, �
v������ �� �h ��k �h���d � �����d��d �� � ���
��� �h � �� �� k� �h �h��g ���������.
H�
v�, �f �h ������������ �f � �� ��� h�gh ��
� ��m�����d �� ���h v�������, �h 	��� �
m��� � ���������d �� � �������, g�v��g d��k �����
�� � g��
� ������� �� �f �h� ���m ���g, �h�
m�� f��m ����k� �� v��d� ����d �h �������. �h
�������� ��m�� �f � �� � ������� m�� ���� �
d�ff��� �� ���h ����. I� �� ����� �h �h�m��
q��������m �� �h m�� g��
�h �� �������hd ��
�m������ m��h h�gh� �h�� �h�� �� �h �h�� fi�m.
�� ��
 �m�������, �h�m�� v��������� ��
�
���m� f��m��g � ������� ������ �� ��� �� v����� ��
�� h�gh �m�������. �h�f�� �h � ��������-
���� �v������ �� � �h�� fi�m, �� �����d�d �� �
m�d v�� h�gh �� ��m������� �� �h�� �� � m��
g��
� �������.

F�� m�� ��g����� d���������� �f �h ff�� �f
�3þ d����g �� �h���m������, �h ����� k��
-
�dg �� �h d����g ������ �h���d � �q���d.

H�
v�, ������� ���������� ��d ESR m����-
m��� �� 
�� �� �h 	���m��� ����h��g f�� �h
����������� �f ���� ����������� �� ��
 ��d� 
��,
�� �h�� �h d����d d���������� �� �������d
����� �h �	� ���� ��������g �h �������
�h������������ �f �h�� m������ �� ��m���d.

5. Conclusion

W h�v ���������d �h ���d�-������ �h��
d��g��m �f �h ��S–G�2S3 ����m. � ������
������� 
�� f���d �� �h ��m���������� ���g
f��m 50–100m��% G�2S3. �h ��G�2S4 ��m-
����d 
�� f���d �� � ���g���� 
��h �h m����g
����� �f 11328�. W h�v g��
� �3þ-d��d
��G�2S4 ���g� �������� f��m m�� �� �h h���-
z����� B��dgm�� m�h�d. ���������� ��d ����
-
��h ���g� �������� 
� ������d. F��m �h
���������� �f �h���m������ �������� �� �h �
������������ ���v 0.4 
�%, �� �� ������dd �h��
�h �������� ��m�� �f � �� �h ������� �� ���h� ��

�� ��m������� �� �h �h�� fi�m ���.
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Abstract

Effect of pressure on the magnetic transition temperature of CuFeO2 with a delafossite-type structure has been

investigated using a piston-cylinder-type high-pressure apparatus designed for SQUID magnetometer. CuFeO2 having

triangular layer of magnetic Fe3+ shows the successive antiferromagnetic transition at 13K (TN1) and at 9K (TN2). It is

found that both transition temperatures decrease with applying pressure up to 0.7GPa at a rate of �1K/GPa.

r 2003 Elsevier B.V. All rights reserved.
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Since the high-TC superconductor was discovered,

great attention has been paid to low-dimensional

transition metal oxides, from the view of strongly

correlated electron systems. CuFeO2 with a delafossite-

type structure has been attractive because of its low-

dimensional triangular structure. The delafossite struc-

ture with space group R3m consists of respective

hexagonal layers. CuFeO2 has magnetic Fe3+ layers,

which form a layered triangular lattice frustrated

antiferromagnet, separated by nonmagnetic Cu+ and

O2� layers. In a frustrated system, the magnetic phase

transitions take place under a subtle balance of magnetic

interactions. CuFeO2 exhibits two successive antiferro-

magnetic transitions at 13K (TN1) and 9K (TN2) [1].

Mitsuda et al. [2] determined the magnetic structure of

CuFeO2 by neutron diffraction studies. They reported

that the magnetic ground state has a four-sublattice

antiferromanetic structure in which spins are collinear

and parallel to the c-axis, and the high-temperature

antiferromagnetic phase is partially distorted. More-

over, they indicated that the Ising character of Fe3+ in

the antiferromagnetic phases is unusual. Thus the origin

of the magnetic orderings is considered to be very

complicated.

Ajiro et al. [3] and Kasahara et al. [4] studied impurity

effect on the stability of the ground-state spin config-

uration in CuFeO2. They substituted magnetic Cr3+ and

nonmagnetic Al3+ to Fe, and reported that a small

impurity affects the magnetic states strongly. Hasegawa

et al. [5] reported that the oxygen nonstoichiometry

largely affects the antiferromagnetism of CuFeO2 single

crystals. Oxygen nonstoichiometry accompanies changes

of cation valences and lattice parameters. In this way,

the slight disturbance of the triangular spin lattice

strongly affects the magnetic interactions.

The pressure effect is also expected to affect the

magnetic state. Zhao et al. [6] carried out X-ray

diffraction study of CuFeO2 under high pressure up to

10GPa. From the X-ray experiments, they reported no

structural transition and indicated that the a-axis is

about 3.9 times more compressible than c-axis. How-

ever, this situation seems strange if this anisotropic

compression is compared to cuprate superconductors, in

which c-axis is usually more compressible than a-axis,

except for (La, Sr)2CuO4 which accompanies a tilting of

CuO6 octahedron with applying pressure [7].

In this study, we report the effect of pressure on the

antiferromagnetic transition temperature of CuFeO2.

ARTICLE IN PRESS

*Corresponding author. Tel.: +81-3-3329-1151; fax: +81-3-

5317-9432.

E-mail address: hiroki@chs.nihon-u.ac.jp (H. Takahashi).

0304-8853/$ - see front matter r 2003 Elsevier B.V. All rights reserved.

doi:10.1016/j.jmmm.2003.11.084



Single crystal of CuFeO2 was grown by the floating-zone

method described elsewhere [8]. Magnetic susceptibility

was measured with a SQUID magnetometer (Quantum

Design MPMS-XL). A piston-cylinder-type high-pres-

sure apparatus made by Cu–Be alloy designed for

SQUID magnetometer was used.

Fig. 1 shows the magnetic susceptibility of CuFeO2, in

which TN1 and TN2 are observed. The TN1 and TN2

decrease with pressure up to 0.7GPa at a rate of �1K/

GPa, as shown in Figs. 1 and 2. During the high-

pressure measurements, the shape of anomalies accom-

panied with transitions in w(T) curve does not change.

Suppression of TN1 and TN2 was also observed when

excess oxygen is introduced to CuFeO2 [5]. Since c/a

decreases with introduction of excess oxygen while c/a

increases with pressure, the present results cannot be

explained by a single source about crystal structure.

However, large change of intra-layer magnetic interac-

tions is suggested from the high-pressure X-ray results,

in which the a-axis is about 3.9 times more compressible

than c-axis. If the TN1 and TN2 decrease linearly at a rate

of �1K/GPa, it disappears at 10GPa. Then it is very

interesting to perform high-pressure studies at more

than 10GPa, since a new magnetic phase can be

expected at the pressure where the magnetic ordering

state disappears, as observed in UGe2 [9]. From the

preliminary electrical resistivity measurements under

high pressure, the resistivity decreases to 0.1 times value

at 10GPa. The susceptibility and electrical resistivity

measurements are in progress at higher pressures.
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Fig. 1. DC susceptibility of CuFeO2. TN1 and TN2 are indicated

by arrows.

Fig. 2. Pressure dependence of TN1 and TN2.
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Abstract
The electrical resistivity ρ(T ) of Y1−x UxPd3 (x = 0, 0.05 and 0.2) and the
lattice constants for x = 0 have been measured at high pressure. It is found
that the cubic Cu3Au structure is stable up to 12 GPa at room temperature.
The Kondo temperature TK was extracted from the ρ(T ) curve and it was
found that it increases with pressure. A logarithmic temperature dependence
characteristic of the Kondo effect was found for x = 0.2 in the temperature
range above about 0.5TK. Fermi liquid behaviour in ρ(T ) for x = 0.05,
i.e., ρ(T ) ∝ T 2, is observed and its stability at high pressure is discussed.
The pressure dependence of the Kondo temperature TK is discussed using the
Grüneisen parameters at TK, �K. It appears that the values of �K are the same
for these two compounds (x = 0.05 and 0.2): �K = 12. The T -linear behaviour
in ρ(T ) for x = 0.2, which is characteristic behaviour for non-Fermi liquids,
is collapsed by an application of pressure and typical Fermi liquid quadratic
temperature dependence recovers at high pressure. From the result for x = 0.2,
the power n of the temperature in ρ(T ) ∝ T n is determined as 1.0 at ambient
pressure and 1.9 at 5.8 GPa. It is pointed out that the hybridization effect due
to the application of pressure gives rise to a crossover from a non-Fermi liquid
state to Fermi liquid state. But the crossover temperature Tcr shows a pressure
dependence different from that predicted by the two-channel Kondo model.

1. Introduction

It has been reported that some intermetallic compounds including U or Ce show a lot
of interesting electronic properties such as heavy fermions (HF), the Kondo effect and

0953-8984/04/203385+16$30.00 © 2004 IOP Publishing Ltd Printed in the UK 3385
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superconductivity [1]. Among them, the compounds showing behaviour substantially different
from the normal Landau Fermi liquid (FL) type have been extensively studied [2–4]. The
electronic state displaying these behaviours has been called the ‘non-Fermi liquid’ (NFL)
state. As for the electrical resistivity, ρ(T ) for these compounds shows a weak power law at
low temperatures, such as T n (n = 1–1.5) [5, 6], which is in sharp contrast to that for normal
FL behaviour: T 2 at low temperature. Anomalous behaviours have been observed for other
physical quantities such as magnetic susceptibility and specific heat [3–5]. Several theoretical
models from different points of view for interpreting these anomalous properties have been
presented [4]. But the origin of the NFL state has not been completely understood yet.

The instability of the NFL state under the influence of perturbation or changing the control
parameters has been studied extensively by many investigators [5–7]. In this area, high pressure
study of NFL gives us a lot of important information because high pressure is considered as
a ‘uniform perturbation’ and it gives rise to an electronic and structural phase transition or
crossover in the materials having highly correlated marginal electronic states, which supplies
a lot of crucial information for clarifying the electronic and magnetic structures of these
materials [8]. Furthermore, since the disorder in the doped sample has been pointed out to
play an important role in these systems [9, 10], high pressure study of undoped materials
showing NFL behaviours is highly desired.

Until now, we have reported mainly, for several Ce compounds, on the pressure-induced
crossover from the concentrated Kondo (CK) state or the HF state to the intermediate valence
(IV) state in which the valence of the rare earth elements is not integer [11]. Since HF
compounds generally have low Kondo temperature TK but IV compounds have high TK, the
crossover is usually accompanied by a large increase of the Kondo temperature and a large
decrease of the Grüneisen parameter for TK at high pressure [12]. On the basis of high pressure
work on the NFL, it has been reported that the NFL state becomes unstable at high pressure,
showing a crossover to the normal FL [7, 13–16]. The results have been discussed on the basis of
several different viewpoints. This also emphasizes the importance of pressure as a perturbation
in tuning the electronic state of NFL compounds. However, in most work on pressure-induced
crossover in NFL compounds (mostly for Ce compounds), almost all experimental research
has been focused mainly on the ground state properties around 1 K or below, i.e., on the low
temperature properties. But for Ce based compounds, we have pointed out the importance of
the high temperature properties in connection with the Kondo effect [17].

Y1−x UxPd3 exhibits a variety of interesting magnetic behaviours such as spin glasses, the
Kondo effect and magnetic ordering, depending on x [3, 5, 18, 19]. Among these properties,
the most interesting aspect of this pseudobinary compound is the NFL behaviours observed
near x = 0.2: the approximately T -linear dependence (n = 1.0–1.1) in the electrical resistivity
and a T log T dependence in the specific heat have been observed. In the high temperature
range above about 80 K, a logarithmic temperature dependence in ρ(T ) was also observed,
but there is no antiferromagnetic ordering at least down to 0.2 K [20]. This compound is
a prototypical material showing NFL behaviour. With decreasing x , TK increases, the NFL
state quickly becomes unstable and then finally FL is stabilized at a low concentration of U
(x � 0.1). As was mentioned in the foregoing section, TK for CK and HF systems changes
drastically on applying pressure. We expect also a lot of variety in the electronic states of
Y1−x Ux Pd3 compounds on tuning TK by applying pressure. However, the crossovers from
NFL to FL reported until now were mainly for doped samples at ambient pressure or limited
to a relatively low pressure range below 2 GPa, which may not be enough to induce the
crossover in the sample with x = 0.2. It is interesting to observe an electronic crossover of
this prototypical NFL compound at high pressure above 2 GPa and to compare the electronic
state with those of other materials showing NFL and/or FL behaviour.



High pressure studies of anomalous electronic states of Y1−x Ux Pd3 3387

In the present work we measured the temperature dependent electrical resistivity ρ(T )

for Y1−x Ux Pd3 compounds having x = 0.05 and 0.2 at high pressure in order to examine the
electronic crossover from the NFL to the FL state (and vice versa) induced by high pressure and
furthermore the stability of the Kondo state under pressure. The lattice constants for x = 0
(YPd3) are observed to obtain the bulk modulus and to check the pressure-induced crystal
structure change. The present results are explained in connection with the x–T phase diagram
and the Grüneisen parameters for the Kondo temperature TK. The electronic state for x = 0.2
at low temperature will be discussed, taking into account critical fluctuation near the phase
boundary, and then compared with several theoretical models.

2. Experimental procedures

2.1. Sample preparation

The polycrystalline samples of Y1−x Ux Pd3 with x = 0, 0.05 and 0.2 were prepared by arc
melting the constituent elements under an argon atmosphere [18]. All the samples were
remelted several times to ensure homogeneity and annealed in evacuated quartz tubes for
100 h at 900 ◦C. X-ray diffraction analysis shows that all the samples are single phase with the
cubic Cu3Au type crystal structure. The lattice parameter a (Å) changes linearly as a function
of U concentration x as a = 4.0701 + 0.0193x (Å).

2.2. X-ray diffraction study under high pressure

Crystal structure and lattice constants under high pressure were investigated by means of x-ray
diffraction. Hydrostatic pressure was generated by using WC Bridgman anvils having a face
of 3 mm diameter [21]. A 4:1 methanol/ethanol mixture was used as a pressure transmitting
medium. The powdered sample and NaCl were placed in a 0.3 mm hole at the centre of a
beryllium disc gasket having 0.5 mm thickness. In order to obtain diffraction patterns with
sharp lines and low background, we used a Guinier type focusing camera with a bent quartz
monochromator. The diffraction lines were recorded on highly sensitive curved film. The
pressure was determined by using Decker’s equation of states for NaCl [22]. The P–V relation
was observed only for YPd3 (x = 0) at room temperature.

2.3. Electrical resistance measurements under high pressure

Electrical resistance was measured in the temperature range between 4.2 and 300 K by using
a standard dc four-probe method. Hydrostatic pressure below 2 GPa was generated by using
a WC piston and a Cu–Be cylinder device. A 1:1 mixture of Fluorinert, FC70 and FC77,
was used as a pressure transmitting medium. Above 2 GPa, we used a cubic anvil type high
pressure apparatus. The pressure was changed only at room temperature in order to minimize
the internal strain in the sample and kept constant within ±1% throughout each measurement.
The details of the high pressure systems were reported previously [23, 24].

3. Results

3.1. Pressure dependence of the volume and electrical resistance at room temperature

Figure 1 shows the lattice constants of YPd3 as a function of pressure below 12 GPa at room
temperature. The cubic Cu3Au crystal structure is stable up to 12 GPa since no new diffraction
lines were observed at high pressure. It was found that the compression curve could be
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Figure 1. The pressure dependences of the lattice constants of YPd3 at room temperature.

Figure 2. The relative change of the electrical resistivity, ρ(P)/ρ(0), for x = 0.05 and 0.2 at room
temperature.

approximated by a straight line, as shown in the figure. The bulk modulus B (=−V ∂ P/∂V )
is estimated to be 148 GPa, which is smaller than that of URu2Si2 (B = 215 GPa) [25] but
larger than that of UGe2 (B = 69 GPa) [26]. Considering the fact that the lattice constant for
x = 0.2 is almost the same as that for x = 0 [5], the bulk moduli for x = 0, 0.05 and 0.2 may
be nearly the same. This result will be used in the following section when we calculate the
Grüneisen parameters.

The normalized electrical resistivity ρ(P)/ρ(0) for x = 0.05 and 0.2 at room temperature
is shown in figure 2 as a function of pressure up to 2 GPa, where ρ(0) is the resistivity at ambient
pressure. ρ for the two samples increases with increasing pressure, approximately in a linear
fashion. The pressure coefficient of ρ is estimated to be (1/ρ)(∂ρ/∂ P) = 30 × 10−3 GPa−1

for x = 0.05. The pressure coefficient of ρ for x = 0.2 is 46 × 10−3 GPa−1, which is 1.5
times larger than that for x = 0.05, suggesting that the conduction electrons are scattered in a
complex way on the border of the instability of the electronic state near x = 0.2, which may
give rise to an increase in the pressure coefficient of ρ. The electrical resistivity for x = 0.2
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Figure 3. The electrical resistivity for x = 0.05 as a
function of temperature at various pressures.

Figure 4. The electrical resistivity for x = 0.05 with a
logarithmic scale for temperature at various pressures.

Figure 5. The Kondo temperature TK for x = 0.05 as a
function of pressure.

Figure 6. ρ(T ) as a function of T 2 for x = 0.05 at high
pressure.

is found to increase with pressure up to 6 GPa at room temperature, having almost the same
pressure coefficient as mentioned above.

3.2. Temperature dependent electrical resistivity for x = 0.05 under high pressure

Figure 3 shows the ρ(T ) curve at various pressures up to 2.1 GPa. ρ(T ) shows a smooth
decrease with increasing temperature even at high pressure; all ρ(T ) curves seem to be almost
parallel without any crossing but the values of ρ increase with pressure as was mentioned in
relation to figure 2. The magnetic part of the resistivity ρmag was estimated by the equation
ρmag(T ) = ρ(T, x = 0.05) − ρ(T, x = 0 (YPd3)), assuming that the ρ(T ) of YPd3 (see
figure 8 in the following section) is mainly dominated by phonon scattering. Figure 4 shows
the results; ρmag(T ) is shown with a logarithmic scale for T at various pressures.

In the present work, we define the value of the Kondo temperature TK as the temperature
where the value of ρmag(T )/ρmag(T = 4.2 K) is 0.5 [27]. TK for x = 0.05 was obtained by
an extrapolation of the present ρmag(T ) curve to high temperature. Figure 5 shows TK as a
function of pressure. TK increases almost linearly with pressure up to 2 GPa having a rate of
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Figure 7. The coefficients of the T 2 term in ρ(T ) for x = 0.05, A′, as a function of pressure.

Figure 8. ρ(T ) as a function of T for x = 0.2 at high pressure including ρ(T ) for x = 0 as a
reference.

∂TK/∂ P = 50 K GPa−1. Usually ρ(T ) for Kondo compounds shows normal Fermi liquid
properties such as a T 2 dependence at low temperature. In order to examine this temperature
dependence, we plotted the values of ρmag(T ) as a function of T 2, in figure 6. A T 2 dependence
in the ρmag(T ) curve, ρmag(T ) = ρ0 − A′T 2 (ρ0: residual resistivity), is found over the wide
range of temperature below 50 K, which indicates that the ground state for x = 0.05 is well
described as a Fermi liquid. The values of A′ are plotted in figure 7 as a function of pressure.
It is found that A′ decreases with pressure: A′ is decreased by about 30% on applying 2 GPa.
Considering that A′ is proportional to T −2

K [28], this implies that TK increases with pressure,
which is consistent with the result in figure 5. We will discuss this point in detail later.
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Figure 9. ρ(T ) for x = 0.2 below 60 K at various pressures. A small deviation from the linear
temperature dependence is observed below 12 K at 2.1 GPa, which is shown by an arrow.

3.3. Temperature dependent electrical resistivity for x = 0.2 at high pressure

ρ(T ) for x = 0.2 is shown in figure 8 at various pressures together with that for x = 0 (YPd3).
It is evident that the ρ(T ) curve at 5.8 GPa is very different from those below 2 GPa,particularly
below 100 K. Figure 9 shows the electrical resistivity below 60 K as a function of T at 0, 0.6
and 2.1 GPa. It is found that the linear temperature dependence in ρ, which is evidence of
NFL behaviour, is well observed below 50 K; i.e., ρ(T ) below 50 K is approximated by the
equation ρ(T ) = ρ0(1 − T/T1), where ρ0 is the residual resistivity and T1 is the characteristic
temperature which may be related to the Kondo or spin fluctuation temperature. But at 2.1 GPa,
a small deviation from the linear temperature dependence is found below about 12 K, which
may be a precursor of the collapse of the NFL state. We will discuss later the origin of this
deviation. Figure 10 shows the coefficients A of the T -linear term, A = ρ0/T1, and T1 as a
function of pressure. The magnitude of A at ambient pressure (0.72 μ� cm K−1) is nearly
the same as those reported previously [4]. The value of A is found to decrease with increasing
pressure, having a rate (1/A)(∂ A/∂ P) = −5.7 × 10−2 GPa−1. From the linear extrapolation
of A(P), A is 0 around 18 GPa, where the NFL state is expected to disappear.

Figure 11 shows the magnetic part of the electrical resistivity ρmag(T ) at various pressures
with a logarithmic scale for T , which was estimated by means of the same method as mentioned
in section 3.2. The Kondo temperature TK was also defined in the same way as that for
x = 0.05. The results are shown in figure 12. TK increases almost linearly with increasing
pressure below 2 GPa, but the point at 5.8 GPa deviates upwards slightly from that extrapolated
from low pressure below 2 GPa. It should be noted that the effect of pressure on TK is opposite
to the effect of the U concentration x [5, 18]: TK decreases with x but increases with pressure.
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Figure 10. The coefficients of the linear term A and the characteristic temperature T1 as a function
of pressure for x = 0.2.

Figure 11. The magnetic part of the electrical resistivity ρmag(T ) for x = 0.2 on a logarithmic
scale at high pressure.

4. Discussion

In this section we discuss the experimental results obtained in the present work in connection
with the Kondo effect and the crossover from a NFL state to a FL one. We divide the discussion
into four parts.
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Figure 12. The Kondo temperature TK for x = 0.2 as a function of pressure.

4.1. Stability of the Kondo state under high pressure—high temperature electronic properties
above 100 K

We discuss the high temperature behaviour of ρ(T ), in which Kondo scattering dominates
ρ(T ). In the foregoing section, we obtained the Kondo temperature TK as a function of
pressure, where we found an approximately linear dependence against pressure. TK may be
described by the following equation in the single-impurity regime:

TK ∝ exp

[
− 1

|J N(0)|
]
, (1)

where J is the s–f exchange interaction and N(0) is the density of states at the Fermi level. J
is written as

J ∼ 〈V 2
sf〉

ε5f
, (2)

where Vsf is the strength of hybridization and ε5f is the energy difference between the 5f level
and the Fermi level. ε5f may be expressed as ε5f ∼ ε0 + ε1x − ωP , where ε0, ε1 and ω are
constants [5, 29]. This indicates that the effect of x on J or TK is opposite to that of pressure,
which is the same as the case for CeR alloys (R: rare earth element) [29].

Since Vsf increases and ε5f decreases with increasing pressure, J shows an increase on
applying pressure. This indicates that TK is enhanced by applying pressure. The pressure
dependence of TK is derived from equations (1) and (2) as TK ∼ (TK)0eγ P , where (TK)0 is
TK at P = 0 and γ is a positive constant. In this derivation, we assumed that 〈V 2

sf〉 and N(0)

are constant and pressure is not too high. The solid line in figure 12 was plotted by assuming
γ = 7.3 × 10−2 GPa−1 and TK(0) = 215 K; the experimental results are well reproduced
by this equation. On the same assumptions, when pressure is constant, we can derive the
following relation for the concentration (x) dependence of TK: TK = TK(0) exp(−θx), where
θ is a positive constant. This means that TK(x) decreases with increasing U concentration.

On the other hand, the value of γ is obtained as 8.0 × 10−2 GPa−1 for x = 0.05 by using
the data for TK shown in figure 5. These two values are approximately the same. This means
that as far as the effect of pressure on the Kondo state is concerned, there is no significant
difference between x = 0.05 and 0.2. In other words, the high temperature behaviour of ρ(T )

can be treated in the framework of the Kondo single-impurity model.
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Figure 13. ln[TK(P)/TK(0)] as a function of pressure for x = 0.2.

4.2. Estimation of Grüneisen parameters for Y1−xUx Pd3

The Grüneisen parameter is often used to evaluate the electronic state of highly correlated
electron systems [8, 11, 12, 17, 25]. So we attempt to estimate this parameter for TK. The
Grüneisen parameter of TK is defined as

�K ≡ −∂ ln TK

∂ ln V
= B

∂ ln TK

∂ P
, (3)

where B is the isothermal bulk modulus. The pressure dependences of TK were shown
in figures 5 and 12 for x = 0.05 and 0.2, respectively. Equation (3) is rewritten as
�K = B∂ ln(TK(P)/TK(0))/∂ P , where TK(0) is TK at ambient pressure. Figure 13 shows
the pressure dependence of the value of ln[TK(P)/TK(0)] for x = 0.2. The slope of the plot
corresponds to �K/B [12]. The value of �K/B is estimated to be 0.08 GPa−1. �K for x = 0.2
is 12 at ambient pressure, assuming the value of B to be the same as that of YPd3 (=148 GPa),
which is smaller than those of UAl2 (� ∼ 20) [8] and URu2Si2 (� ∼ 30) [25]. It is interesting
to note that the magnitude of �K for x = 0.2 is comparable with that for the intermediate
valence compounds CePd3 (� ∼ 6) [30] and CeNi (� ∼ 9) [31]. �K for x = 0.05 is calculated
in the same way, using the data in figure 5, to be 12, which is the same as that for x = 0.2.
This result indicates that there is no significant difference in pressure effect on the Kondo
state above 100 K between the x = 0.05 and 0.2 cases, as was pointed out in the foregoing
section.

Here we apply the compressible Kondo model [32] to equation (1). The volume change
of |J N(0)| is assumed as

|J N(0)| = |J N(0)|0 exp

(
−q

V − V0

V0

)
, (4)

where q is a constant between 6 and 8 and |J N(0)|0 is |J N(0)| at ambient pressure. By using
equations (1) and (4) we obtain

|J N(0)|0 = q

�K
. (5)

When we derived equation (5), we used the following approximation: exp(q(V − V0)/V0) =
1+q(V −V0)/V0, which is valid at low pressure because the volume change is small. Assuming
q = 6 [32], we obtain 0.5 for both x = 0.2 and 0.05. This is larger than those for URu2Si2 (0.2)

and UAl2 (0.3), but the same as that for α-Ce(∼0.5) [33]. The results indicate that the 5f
electrons for x = 0.2 and 0.05 are more itinerant than those in URu2Si2 and UAl2.
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Figure 14. The coefficients of the log T term m for x = 0.2 as a function of pressure.

It is well known that the Kondo effect is manifested in the existence of a log T term in the
electrical resistivity. The electrical resistivity of dilute Kondo alloys may be described as

ρ(T ) = ρB − C|J N(0)|3 log T, (6)

where C is the constant and ρB is the temperature independent resistivity calculated from Born
first-order perturbation of J . From the above equation (6), the slope m in the ρ versus log T
curve is derived to be

m = C|J N(0)|3. (7)

The values of m for x = 0.2 are plotted in figure 14 as a function of pressure. In this
calculation of m, we used the data in the range 0.5TK < T < 1.1TK (TK = 215 K at ambient
pressure for x = 0.2). For this reason, we did not calculate the values of m for x = 0.05
because TK for x = 0.05 is 620 K at ambient pressure and then 0.5TK is 310 K, which is outside
the temperature range in the present experiment. So in this section we limited our discussion
to the x = 0.2 case. It is found that the value of m increases substantially with pressure for
x = 0.2, as has been observed in many Ce based HF systems [12].

On the basis of the compressible Kondo model, we can explain the results in figure 14 as
follows. |J N(0)|3 is described from equation (4) as

|J N(0)|3 ≈ |J N(0)|30
(

1 + 3q
V0 − V

V0

)
. (8)

From equations (7) and (8), we get the magnitude of m as proportional to 1+3q(V0−V )/V0 ≈
1 + 3qκ P , where κ is the compressibility. This implies that m increases with pressure, which
explains qualitatively the results in figure 14.

4.3. Pressure-induced crossover from the NFL to the FL—low temperature electronic
properties

Here we discuss first the relation between the values of TK and the coefficients of the T 2 term
for x = 0.05. In the Kondo compounds, the electrical resistivity at low temperature (T 
 TK)
is approximated by the following temperature dependence:

ρ(T ) = ρ0

(
1 −

(
T

TK

)2)
, (9)
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Figure 15. TK as a function of 1/
√

A′ for x = 0.05.

where ρ0 is the residual resistivity. In this approximation, the value of A′ is roughly proportional
to 1/T 2

K. Figure 15 shows the relation between TK and 1/
√

A′ at different pressures for
x = 0.05. It is found that there is a good linear relationship between TK and 1/

√
A′. Using

equation (9), we obtain the value of �K as 13, which is in good agreement with the value
obtained in section 4.2: 12. This suggests that the behaviour for x = 0.05 is well described
by the single-impurity Kondo model over a wide range of temperature.

Next we consider the ground state for x = 0.2 at high pressure. The NFL behaviour
below 2.1 GPa is evidenced by the existence of T -linear behaviour in ρ(T ), which was also
observed below about 50 K at ambient pressure in the present work, as shown in figure 9.
The coefficient A of the T -linear term decreases with increasing pressure, which may be
explained by the increase of T1 at high pressure. T1 is related to some kind of fluctuation such
as a spin or spatial one. Critical fluctuations associated with antiferromagnetic ordering were
observed for x = 0.2 at low temperature down to 0.2 K using neutron scattering [20]. In this
sense, the decrease of A (or the increase in T1) suggests that the critical fluctuations near the
phase boundary (x ∼ 0.2) between the NFL state and spin glass state [5] are suppressed by
application of pressure. If antiferromagnetic ordering took place, T1 would become 0 and A
would diverge near a critical value of a control parameter.

To allow comparison of the electronic state at 5.8 GPa and that at ambient pressure, the
ρmag(T ) curves are shown in figure 16 along with that for x = 0.05, which shows the typical
FL behaviour. It is easily seen that the overall behaviour of ρmag(T ) at 5.8 GPa is similar to
that for x = 0.05 at ambient pressure. This implies that the electronic state for x = 0.2 at
5.8 GPa can be considered as a normal FL one.

Figure 17 shows the normalized resistivity ρmag(T )/ρmag(4.2 K) as a function of the
reduced temperature T/TK at various pressures. The data below 2.1 GPa are found to fall on
a universal curve. This indicates that the electronic state or NFL state is almost independent
of pressure up to 2.1 GPa. But the curve at 5.8 GPa substantially deviates from the universal
curve below 2.1 GPa. The large change in the temperature dependence suggests a crossover
in the electronic state from the NFL to another state on applying pressure.

In order to see the result more clearly and examine the power law in T , we plot the values
of 1 − ρmag(T )/ρmag(0) below 30 K in figure 18 both at ambient pressure and at 5.8 GPa as
a function of T on a logarithmic scale. It is found that ρmag(T ) at low temperature below
30 K changes from a T -linear dependence (n = 1.0) at ambient pressure to a T n (n = 1.9)
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Figure 16. The temperature dependence of ρmag(T ) for
x = 0.2 at 0 and 5.8 GPa and that for x = 0.05 for
comparison.

Figure 17. The normalized electrical resistivity,
ρmag(T )/ρmag(4.2 K), as a function of the reduced
temperature, T/TK, for x = 0.2.

Figure 18. The magnetic part of the electrical resistivity for x = 0.2, ρmag(T ), as a function of
log T . The data for x = 0.05 are also shown for comparison.

dependence below about 17 K and the line for x = 0.05, which shows FL behaviour, is almost
parallel to that at 5.8 GPa.

The change in the power from 1 to 1.9 suggests a collapse of the NFL state followed by
the recovery of the FL state at high pressure. This result indicates that the crossover from NFL
to FL states takes place at a pressure between 2.1 and 5.8 GPa, which is smaller than 18 GPa,
where the value of A may vanish as was mentioned before. This is the first report of such a
crossover induced by pressure for the prototype NFL compound x = 0.2.

Several theoretical models based on different viewpoints, for example the two-channel
Kondo effect [34, 35], proximity to a quantum critical point [3, 36] and distribution of Kondo
temperatures [37], have been proposed to explain the transport and thermodynamic properties
of NFL compounds. However, there have been no theories succeeding in explaining all aspects
of NFL behaviours [4]. Furthermore, it is not clear at present which model should be applied
to explain the high pressure behaviour of NFL compounds. It is well known that the strength
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of hybridization is increased by application of pressure and the electronic properties of the
Kondo compounds have been interpreted in terms of a change in the hybridization caused by
doping or pressure.

The effect of hybridization on the stability of FL and/or NFL compounds has been
investigated by Koga and Shiba [38, 39] on the basis of the two-channel Kondo model. They
calculated the phase diagram of the stability region of the FL and NFL as a function of Coulomb
U and Hund couplings JH.

According to their calculation, the enhancement of the strength of hybridization is found to
stabilize the FL state compared with the NFL state. In other words, the application of pressure,
which implies an increase of hybridization, gives rise to a crossover from NFL to FL behaviour.
The present result seems to be explained qualitatively by taking their result into account as far
as the crossover from the NFL to the FL state is concerned. Furthermore, the theory predicts
that the temperature of crossover from NFL to FL behaviour, Tcr, decreases as the electronic
state of the system approaches the NFL/FL boundary. Tcr may be described approximately
as Tcr ∝ |JH − JH,b|α , where JH,b is the value of JH at the boundary and α is a constant,
in the range 8–9 [40]. If we assume Tcr = T1, the present result indicates that Tcr increases
with increasing pressure as shown in figure 10, i.e., Tcr increases as the system approaches the
FL/NFL boundary, which is in sharp contrast to the theoretical prediction. In other words, the
present result suggests that there is no such boundary in the pressure change of the electronic
state for x = 0.2 and the two-channel Kondo model may not be applicable in explaining the
pressure change of characteristic temperatures or the pressure-induced crossover for x = 0.2.

The electrical resistivity ρ(T ) for NFL compounds has been calculated by Moriya
and Takimoto on the basis of the self-consistent renormalization (SCR) theory of spin
fluctuations [41]. Around the critical boundary, ρ(T ) shows a T 3/2 dependence followed by a
T -linear dependence as T increases. Off the critical boundary region, ρ(T ) is proportional to
T 2, indicating the recovery of FL behaviour. As was shown in figure 18, ρ(T ) for x = 0.2 at
5.8 GPa is similar to that for x = 0.05, the Fermi liquid compound, which is also proved by the
existence of a T 2 dependence at low temperature. The facts suggest that the spin fluctuation for
x = 0.2 is expected to be suppressed by the application of pressure, which indicates an increase
of T1, and then the NFL behaviour is collapsed to give rise to the recovery of the FL behaviour.

Recently, a phase diagram of heavy fermions including the quantum critical point has
been presented by Continentino [42]; the Fermi liquid behaviour is expected to be stable
off the critical region and the coherence temperature Tcoh increases as the value of |J N(0)|
(or pressure) increases. If we assume Tcoh as T1 or TK, the low temperature properties of
Y1−x Ux Pd3 (x = 0.2) may be qualitatively explained according to this diagram. In other
words, since the sample for x = 0.2 is basically just on the quantum critical point, we expect
the non-Fermi liquid behaviour and the pressure to have the effect of moving this sample off
the critical point, which also gives rise to an increase in T1 or TK.

Roughly speaking, the common feature of these theories is that the NFL behaviours may
collapse at high pressure showing a recovery of FL behaviour, but there is a difference between
the semiquantitative explanations of the characteristic temperatures such as T1 or TK. Judging
from the present results and the above-mentioned discussion, it is plausible to consider that
the sample with x = 0.2 exists near or just on the quantum critical point [3, 36, 42] with a
large magnetic fluctuation showing NFL behaviour, but with increasing pressure the quantum
fluctuation is suppressed resulting in a crossover from the NFL to the FL state. In order to
discuss which model is suitable for the pressure dependence of the NFL behaviour in the
present work, more quantitative analysis of the experimental results is needed, not only for the
resistance but also for the susceptibility or specific heat at high pressure. It seems difficult to
explain all aspects of NFL behaviours by applying one theoretical model.
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4.4. The relation between the U concentration x and the effect of pressure
In the compounds Y1−x Ux Pd3, the lattice constants increase slightly with x , i.e., the lattice
expands with x , which is opposite to the pressure effect. Here we derive the quantitative relation
between the pressure P (GPa) and x by using the Kondo temperature TK and lattice constant
a as implicit variables. The fractional increase �a (Å) in the lattice constant is obtained from
the result in section 2.1 as a function of the U concentration x : �a = 19.3 × 10−3�x . On
the other hand, the relation between the lattice constant and the pressure is obtained from the
bulk modulus. From the bulk modulus in section 3.1, we obtain �a(P) = −9.2 × 10−3�P ,
where �P is in GPa. Using these two relations, we get the following equation:

�P = −2.1�x . (10)

Since the difference in x between x = 0.05 and 0.2 is −0.15, the value of �P is estimated
to be 0.3 GPa from the above equation (10). This result implies that the electronic state for
x = 0.2 becomes similar to that for x = 0.05 on applying 0.3 GPa. But in section 4.3,
we observed that the electronic state for x = 0.2 becomes the same as that for x = 0.05
above 4–5 GPa, which is extremely large compared to the estimated value—by an order of
magnitude. This indicates that scaling using the lattice constants or the volume is impossible
for this compound and the pressure-induced crossover from NFL to FL behaviour for x = 0.2
cannot be explained by just considering the lattice compression.

The Kondo temperature TK of this material decreases with increasing x [5, 18]. Next
we consider this using TK as an implicit parameter. In section 4.1, we showed that TK

can be described as TK(P) = (TK)0 exp(γ P). The fractional change in TK is derived as
�TK/TK = γ�P . On the other hand, ln TK at ambient pressure is well known to be a
linear function of x because of the relation TK(x) = TK(x = 0) exp(−θx) [5]. We get
�TK/TK = −θ�x . Thus we get the relation �P = −θ/γ�x . By using the pressure
dependence of TK and θ = 7.1, we obtain

�P = −88�x . (11)

If we put �x = −0.15, we get �P = 13 GPa. This means that about 13 GPa is needed for
x = 0.2 to get the same electronic state as for x = 0.05. It is interesting to note that a pressure
of several GPa is needed to destroy the NFL state for x = 0.2, which is comparable with the
pressure mentioned above. This indicates that the change in the ‘effective pressure’, �P , is
not due to just a change in the lattice constant but also a change in the electronic state followed
by a small change in the lattice constant. Taking these results into account, the electronic state
for Y1−x UxPd3 compounds, particularly for x = 0.2, can be considered to be a marginal state
on the border of magnetic instability.

5. Conclusion

In the present study, we have measured the electrical resistivity of Y1−x UxPd3 (x = 0, 0.05
and 0.2) and lattice constant of YPd3 at high pressure. The main conclusions are summarized
as follows:

(1) The Cu3Au structure of YPd3 is stable up to 12 GPa at room temperature.
(2) As far as the pressure effect on the Kondo state above 100 K is concerned, there is no

great difference between x = 0.05 and 0.2 because the Grüneisen parameter for TK for
x = 0.2 is the same as that for x = 0.05.

(3) The non-Fermi liquid behaviour at ambient pressure for x = 0.2 shows a crossover at
high pressure above 4–5 GPa, followed by a recovery of Fermi liquid behaviour.
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(4) The quantitative relation between pressure and U concentration has been discussed and the
change in the internal (or effective) pressure is mainly dominated by the contribution from
a change in the electronic state induced by a small compression in the lattice constant.
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[17] Kagayama T, Oomi G, Ito E, Ōnuki Y and Komatsubara T 1994 J. Phys. Soc. Japan 63 3927
[18] Aoki Y, Terayama K, Sato H, Maeda K and Ōnuki Y 1995 Physica B 206/207 451
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Abstract

A number of attention has been paid for RuSr2GdCu2O8 because of the coexistance of ferromagnetic state and

superconducting state below about 30 K. In order to investigate the character of the superconducting state which

coexists with ferromagnetism, the pressure experiments on a ferromagnetic transition temperature have been per-

formed. The enhancement of ferromagnetic transition temperature was observed with increasing pressure. High-

pressure X-ray experiments on this material are in progress.

� 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

RuSr2GdCu2O8 (Ru1212) discovered in recent years

is an interesting material in which ferromagnetic state

and superconducting state coexist. The lattice structure

of Ru1212 is similar to that of YBa2Cu3O7�d (YBCO).

Ru1212 is derived from the YBCO structure by replac-

ing Y with Gd, Ba with Sr, and the CuO chains with a

RuO2 plane, respectively. This system was first reported

by Bauernfeind et al. [1] as superconducting but not

magnetic material. However, Ru1212 have a Curie

temperature ðTCurieÞ � 135 K and bulk superconducting

transition temperature ðTCÞ � 0–46 K, depending on the

heat treatment. Although there is a judgment that fer-

romagnetic impurities SrRuO3 with TCurie � 160 K is

contained [2], field-induced ferromagnetism was ob-

served by neutron diffraction measurements [3]. It is

reported that Ru moments with parallel to c-axis incline
gradually to ab-plane with applying field. Yamada et al.

[4] reported pressure effect on the TC up to 8 GPa by

electrical resistivity measurements. They observed the

onset temperature increase and the offset temperature

decreases with applying pressure. However, since the

average of onset and offset temperature does not change

so much, they indicated that the pressure effect on TC is

small and transition width broadened with pressure.

Yamada et al. synthesized another superconductor

FeSr2GdCu2O8 (Fe1212) with the same crystal structure

as Ru1212 in which ferromagnetism does not exist. They

observed both onset and offset TC of Fe1212 increase

with applying pressure, in contrast to Ru1212. In this

work the pressure effect of a ferromagnetic transition

temperature has been measured by AC susceptibility

method, in order to study the ferromagnetic state and

the relation between ferromagnetic and superconducting

state.

2. Experimental

Ru1212 was synthesized by solid-state reaction of

stoichiometric powders of RuO2, SrCO3, and CuO.
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The mixture was first decomposed in air at 950 �C and

heated for 24 h. It was pressed into pellets and heated at

960 �C for 24 h in air. Next sintering step took place in

flowing nitrogen at 960 �C for 24 h, and heated at 1060

�C for 44 h in flowing oxygen. Last sintering step took

place in flowing oxygen at 300 �C under 100 atm for 36

h. This Ru1212 shows superconducting transition tem-

perature TC ¼ 31 K and ferromagnetic transition tem-

perature TCurie ¼ 135 K. Pressure generating equipment

is a cubic-anvil apparatus that was used to generate

hydrostatic pressures up to 8 GPa at temperatures down

to 15 K in NIMS. The mixture of Fluorinert FC70 and

FC77(1:1) was used for the pressure transmitting me-

dium.

3. Results and discussion

Fig. 1 shows the output signal of AC susceptibility

measurements as a function of temperature at each

pressures. The sudden change at around 30 K and the

cusp at around 140 K correspond to TC and TCurie, re-
spectively. The pressure dependence of TC and TCurie are
shown in Figs. 2 and 3. From Fig. 2 TCurie increases with
pressure at a rate of 6 K/GPa. However, this pressure

effect is larger than the previous results measured at the

magnetic field of 2 T [4]. It seems that the ferromagnetic

state is strongly affected by the external field. On the

other hand, the cusp-shape anomaly accompanied by

ferromagnetic transition becomes sluggish at higher

pressure. This behavior is considered that the ferro-

magnetic moment in Ru is suppressed by pressure.

Concerning superconductivity, TC does not change so

much with applying pressure as shown in Fig. 3, which is

consistent with the electrical resistivity measurements

[4]. Thus this pressure dependence is considered to de-

pend on whether the system has ferromagnetic state or

not. High-pressure experiments with changing magnetic

field are in progress. High-pressure X-ray measurements

for Ru1212 and Fe1212 have been carried out. Precise

refinements are now in progress in order to clarify the

relation between crystal structure and magnetic prop-

erties.
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PACS. 72.15.Nj – Collective modes (e.g., in one-dimensional conductors).
PACS. 74.25.Fy – Transport properties (electric and thermal conductivity, thermoelectric ef-

fects, etc.).
PACS. 74.72.Jt – Other cuprates.

Abstract. – We have investigated the evolution of the electronic state of hole-doped two-leg
ladder compounds, Sr14−xCaxCu24O41 with Ca content x (x = 0–12) and hydrostatic pressure
P (P ≤ 8 GPa) by measuring anisotropic resistivity on single crystals. An insulator-to-metal
transition occurs by applying P ∼ 6.5 GPa for Sr14Cu24O41 which is activation-type insulating
at low P . The compounds with x ≤ 8 show an insulating behavior at all P , though the doped
hole density is fairly high (0.07–0.17 holes/Cu). On the other hand, the compounds with
x ≥ 10 become a superconductor by applying pressure P = 3–5 GPa. From these results, we
constructed an x-P phase diagram.

Ladder materials show many novel and interesting properties, such as spin gap, hole pair-
ing, and superconductivity, which are characteristics in common with high-Tc cuprates. The
most intensively studied material is Sr14Cu24O41, since this is the only known system capable
at the moment of carrier doping into a two-leg ladder system. A spin gap with ∼ 500 K [1]
is observed. Carrier density (n) can be controlled by substituting Sr by Ca [2]. The most
intriguing fact is an occurrence of superconductivity in heavily Ca-substituted material under
pressure [3], which is theoretically predicted for a ladder system [4].

However, superconductivity in this system has been explored for only heavily Ca-substituted
compounds [3,5]. Although Sr14Cu24O41 compound has fairly high hole density n ∼ 0.07 per
ladder Cu [2], which is a sufficient amount in order to realize high-Tc superconductivity for
two-dimensional (2D) cuprates, it is an insulator at ambient pressure [6]. The reason for the
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insulating nature of Sr14Cu24O41 is not well understood. Several measurements, such as re-
sistivity (ρ) [7], NQR [8], and microwave conductivity [9], suggest that a charge-ordered state
might be realized in this compound. Theories also predicted that a charge-ordered state is a
possible phase competing with superconducting phase in the ladder system [10]. This charge-
ordered state at Sr14Cu24O41 might make this system insulating in spite of its considerable
high hole density.

We can make the compound conductive by substituting Ca for Sr, and even realize a
metallic behavior (dρ/dT > 0) at moderate temperatures T above ∼ 100 K for x ≥ 10 [6].
However, even in this case the compound is an insulator with the resistivity increasing diver-
gently as T → 0, which was also ascribed to the charge ordering of the hole pairs formed on
ladders [11,12].

To get better understanding of the competition between charge order and superconduc-
tivity and make the roles of pressure and Ca substitution clear, we measured resistivity as a
function of T for Sr14−xCaxCu24O41 with various x’s (x = 0–12) under hydrostatic pressure
P (P ≤ 8 GPa). Due to the restriction of measurements under very high P (P ≥ 3 GPa),
the resistivity is only an available and reliable probe to explore the electronic state under
such high P . It is found that the compound with x ≤ 8 continues to be an insulator with
its resistivity increasing divergently as T → 0 up to the highest P , except for x = 0 which
undergoes an insulator-to-metal transition at P ∼ 6.5 GPa. On the other hand, for x ≥ 10, we
observed a superconducting transition at P ≥ 3–5 GPa. From these results, we can construct
an x-P phase diagram of this system.

We prepared single crystals of Sr14−xCaxCu24O41 (x = 0, 3, 6, 8, 10, 11, and 12) grown by
the traveling-solvent-floating-zone (TSFZ) method [6]. The growth was done using an infrared
furnace under oxygen gas at 1 MPa. The single crystals have typically about 4 mm diameter
and 50 mm length. These single crystals were characterized using a Laue diffractometer and
found to be composed of a single domain. The resistivity measurements were performed by
the 4-probe method in the T -range between 2 K and 300 K. Dots of silver paste were heated
as electrodes on the samples at 300 ◦C in oxygen. To generate hydrostatic pressure up to
8 GPa, a cubic-anvil–type apparatus was used [13].

In fig. 1, we show the P -dependence of the resistivity for Sr14Cu24O41 parallel to the c-axis
(along the ladder legs, ρc), and a-axis (along the ladder rungs, ρa) [14]. ρc and ρa show an
activation-type (activation energy ∼ 0.21 eV) insulating behavior at ambient pressure. Upon
applying P , the resistivity in both directions decreases drastically (note the logarithmic scales
for resistivities in fig. 1). With increasing P a step-like increase of the resistivity becomes
apparent, indicative of some underlying transition to the insulating state. The resistivity
step shifts toward low temperatures with P . Above 6 GPa, both ρc and ρa show metallic
T -dependences over the whole T -range, although a bump remains in ρa due possibly to an
incomplete transition to the metallic state by inhomogeneity in P . For P = 8 GPa the value of
ρc is ∼ 2 mΩ cm at room temperature and decreases to ∼ 300 μΩ cm at ∼ 10 K. These values
are comparable to those of the in-plane resistivity for two-dimensional (2D) La2−xSrxCuO4

with hole density x ∼ 0.07 and Tc ∼ 22 K. However, no superconductivity is observed in this
metallic state down to 2 K.

In fig. 2(a), ρc(T ) for x = 3, 6, 8, and Sr13Y1Cu24O41 compound are shown at various P ’s.
The Sr13Y1Cu24O41 has slightly lower hole density in the ladders (n ∼ 0.05) than Sr14Cu24O41.
The magnitude of ρc continuously decreases with increasing P for all compounds investigated.
Although there appears a T -range in which dρ/dT > 0 for x = 6, all three compounds are
insulators with the resistivity increasing divergently as T → 0 at any P ’s, up to 8 GPa. It
never becomes metallic even at very high P . The high-P metallic phase has so far been
observed only for x = 0 (Sr14Cu24O41).
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Fig. 1 – The temperature-dependences of ρc and ρa for Sr14Cu24O41 at various P ’s between 0 and
8 GPa (from top to bottom curves in each panel). The geometrically averaged resistivity ρav =

√
ρcρa

at three P ’s near the metal-insulator transition is plotted in the bottom panel.

The x = 10 compound shows a different behavior from those for x ≤ 8 compounds
(fig. 2(b)). Even at P ∼ 0, ρc shows a metallic T -dependence (dρ/dT > 0) at moderate
temperatures. With the increase of P , the metallic T -range widens, though the resistivity
eventually goes up at low T . Finally, an onset of superconductivity is observed at 5 GPa (see
the right panel of fig. 2(b)). The critical pressure Pc of the superconducting (SC) onset de-
creases with the increase of x. In the present experiment Pc ∼ 4 GPa and 3.5 GPa for x = 11
and 12 [15], respectively (the value of Pc is indicated by the cross mark in fig. 3 together with
the results of the previous work for x = 11.5 [5] and 13.6 [3]). After an abrupt onset of super-
conductivity Tc gradually decreases with increasing P , and the onset is no longer seen above
2 K for P = 8 GPa. From this, we infer that the SC region might have an upper bound for
P . An indication that SC tends to degrade at higher P was seen in the previous experiment
on x = 11.5 [5] and 13.6 [3]. The nature of the “over-pressure” state is not clear. After the
onset of SC at Pc, Tc gradually decreases with increasing P . The x = 11 and 12 compounds
show essentially the same behavior as that for x = 11.5. However, the disappearance of SC at
“over”-pressures is not seen below 8 GPa. These data suggest that the superconducting phase
has an upper bound in P and beyond this bound the compound would become a “non-SC”
metal [5]. In order to clarify the nature of the high-P non-SC phase, the experiment above
8 GPa is necessary. The x = 10 compound appears to show a re-entrance to the insulating
state at 8 GPa. Probably, x = 10 is marginal because the insulating phase of the lower x
would be mixed up with the P -induced superconducting phase due to the fluctuation of x in
the sample. Based on these results and the extrapolated behaviors to T = 0 K, we illustrate
the x-P phase diagram in the ground state as shown in fig. 3.

Coming back to the insulator-to-metal transition in Sr14Cu24O41, Carter et al. [7] reported
that the resistivity for x = 0 shows a crossover by cooling at T ∼ 150 K at ambient pres-
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shown in the right panel. (c) The same set of ρc(T ) data for Sr2Ca12Cu24O41.

sure. We observed in our resistivity measurements under P that this crossover transforms
into a sharp transition probably due to an increase in the interladder coupling strength with
increasing P . Such a sharp resistivity jump is reminiscent of a charge-density-wave (CDW)
transition in quasi–one- and two-dimensional systems [16]. As mentioned earlier, several mea-
surements [7–9] suggest that a charge ordering may occur in this system. Hence, the insulating
state of the x = 0 compound at moderate P is understood as a charge localization associated
with the charge ordering. At higher P , the charge-ordered state is destroyed and gives way to
a metallic state. In this metallic state, the anisotropic ratio ρa/ρc is 3–5, nearly independent
of T , and the magnitude of anisotropy is comparable to the result of the band calculation [17].
This fact indicates that this metallic state is at least 2D, or even 3D. In fact the insulator-
metal transition takes place at the geometrically averaged resistivity ρav =

√
ρcρa ∼ 1.6 mΩcm

which is near the Mott-Ioffe-Regel critical resistivity for 3D localization (inset of fig. 1).
An alternative scenario to explain this P -induced insulator-to-metal transition in the x = 0

compound is that more holes may be transferred from chains into ladders by P like the case
of Ca-substitution [2]. At the moment we have no way to estimate how many holes increase
under high P . However, considering that the magnitude of the resistivity in the metallic state
at 8 GPa (fig. 1) is comparable to that of La2−xSrxCuO4 with x ∼ 0.07, the estimated hole
density n = 0.07 at P ∼ 0 may not increase appreciably at high P .

In fig. 3 we see that the insulating phase occupies most part of the x-P phase diagram
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Fig. 3 – The x-P phase diagram for Sr14−xCaxCu24O41. The “minus” x-axis is for Sr14−xYxCu24O41

and La6Ca8Cu24O41. The ladder hole density (nh(ladder)) estimated by the optical spectrum is also
indicated in the transverse axis (nh is not necessarily linear with x). The crossover in the nature of
the insulating state is indicated by the thick-dashed vertical line. The SC phase is restricted at high
P and for x ≥ 10 and the experimentally determined critical pressure Pc is plotted as cross marks.

(T = 0 K). For compounds with x ≥ 10, there is a T -region where dρc/dT > 0 and dρa/dT < 0
even at low pressures [5, 6]. At P = 0, the minimum (Tm) in ρc(T ) gradually shifts to
higher temperatures with decreasing x from 12 (nh ∼ 0.21, Tm ∼ 60 K) to 10 (nh ∼ 0.19,
Tm ∼ 140 K). However, upon reducing x from 10, Tm accelerates its increase, and for x = 8
(nh ∼ 0.17) the resistivity minimum, i.e. the high-T metallic behavior, is not seen (below
400 K) even at P = 8 GPa. In addition, the optical conductivity spectrum of x = 11 for light
polarized parallel to the rungs (σa(ω)) [12] gave evidence for the development of a pseudogap
with lowering T which would be associated with a formation of hole pairs. The hole pairs
tend to be localized at low T by quantum interference effects in the presence of disorder [18]
or by forming a charge-ordered array which is pinned by defects or impurities on the ladders.
The pseudogap width rapidly increases, from ∼ 700 cm−1 for x = 11 to ∼ 1100 cm−1 for
x = 8 [12], and for x = 6 σa(ω) no longer shows a well-defined pseudogap [19].

From these results we speculate that the nature of the insulating state would rapidly change
upon reducing x from 10. At high hole densities (Insulator 2) the insulating state is likely
a charge-ordered state of hole pairs which would be weakly pinned. At low hole densities
(Insulator 1) the doped holes could no longer form pairs, and single holes form a charge-
ordered state in x = 0. Randomness introduced by Ca-substitution and/or oxygen excess
or oxygen deficiency may also play a role in the robustness of a localized state in the low-x
compounds. Probably, the different nature of the two insulating states might be connected
with the occurrence or non-occurrence of superconductivity.

The fact that the superconducting state is observed only in high-P and large-x regions sug-
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gests that superconductivity in this system requires the following two effects simultaneously:
i) promotion of hole-pair formation by increasing the hole density in the ladders via heavy
Ca-substitution, and ii) increase of interladder coupling (dimensionality) by applying high P .
The anisotropic resistivity measurement for x = 11.5 [5] demonstrated that the superconduct-
ing transition occurs when ρav per ladder plane comes near h/4e2, the universal 2D resistivity
suggestive of an increase in electronic dimensionality from one to two. We conclude that the
primary effect of P is to increase the dimensionality of the electronic state by way of increas-
ing interladder coupling and hence dissociating hole pairs. A collapse of the spin gap at high
P [20] is a direct evidence for the pair dissociation. We speculate that the pairing correlation
remains in the ladder planes at high P , which would trigger the formation of Cooper pairs in
the 2D ladder planes. More systematic NMR measurements under P are necessary in order
to confirm this scenario and to fully understand the phase diagram presented in this work.
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Abstract

X-ray diffraction of a single crystal of PrRu4P12 has been studied at ambient pressure. PrRu4P12 has a filled

skutterudite-type structure; space group: Im3, lattice constant: a ¼ 8:055ð4Þ (A, Z ¼ 2; Dcalc ¼ 5:826 g/cm3. Positional

parameters and interatomic distances in the phosphide were determined. By use of synchrotron radiation, powder X-ray

diffraction patterns of PrRu4P12 were measured up to 50GPa at room temperature. The lattice constant monotonically

decreases with increasing pressure. The cell volume vs. pressure curve for PrRu4P12 is fitted with the Birch equation of

state. The bulk modulus of the phosphide is 207712GPa. The resistivity of PrRu4P12 was measured as a function of

temperature at high pressures. The metal to insulator transition is found at around 62K under ambient pressure. The

transition temperature (TMI) rapidly increases with pressure at the rate of about 0.9K/GPa up to 4.5GPa. Above

6GPa, TMI abruptly decreases with increasing pressure. The semiconductor-like behavior below TMI for PrRu4P12 is

markedly suppressed at around 8GPa. The metal to insulator transitions at low temperatures and high pressures are

discussed. r 2002 Elsevier Science B.V. All rights reserved.

Keywords: Metal–insulator transition; Resistivity; Skutterudite compound; High pressure; X-ray diffraction

1. Introduction

Ternary metal pnictides with a general formula
LnT4X12 (Ln=lanthanide; T=transition metal;
X=pnicogen) crystallize with a filled skutteru-

dite-type structure [1,2]. This structure is cubic,
space group Im-3, Z ¼ 2: Ln atoms locate at (0 0 0)
and ð1

2
1
2
1
2
Þ of a cubic structure like BCC. The

transition metal atoms (T) are in the center of a
distorted octahedral environment of six pnicogen
atoms. The skutterudite-type structure is charac-
terized by formation of well-defined X4

4� groups.
The skutterudite compounds show interesting
electrical and magnetic properties at low tempera-
tures [3,4].

*Corresponding author. Tel.: +81-143-46-5544; fax: +81-

143-46-5501.

E-mail address: sirotani@eee.elec.muroran-it.ac.jp
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We have found an interesting metal to insulator
(MI) transition for PrRu4P12 at around 60K under
ambient pressure [5]. Anomalous behavior in the
magnetic susceptibility is not observed at around
60K. This suggests that the MI transition in
PrRu4P12 is not caused by magnetic ordering [5].
PrL2-edge XANES measurements indicate that
the valence state in the Pr atoms is trivalent down
to 20K [6]. Below the transition temperature (TMI)
an energy gap of PrRu4P12 is estimated to be about
100 cm�1 from the optical reflection spectrum [7].
The Raman spectra of the phosphide are measured
between 6 and 300K; the 380 cm�1 mode assigned
to the vibration involving P atoms shows softening
and broadening below the TMI [8]. A slight jump in
the thermal expansion coefficient is found at the
TMI [9]. The small anomaly in the specific heat
appears at the TMI [10]. Recently, using the
electron diffraction technique, superlattice spots
in the single crystal of PrRu4P12 are observed
below the TMI [11].

We have studied X-ray diffraction of a single
crystal at ambient pressure and powder X-ray
diffraction of PrRu4P12 up to 50GPa at room
temperature. The resistivity of PrRu4P12 has
been measured at low temperatures and high
pressures. In this report, the metal to insulator
transition of PrRu4P12 at high pressure is dis-
cussed.

2. Experimental details

X-ray diffraction of a single crystal of PrRu4P12

was studied at room temperature (295K). Inten-
sity data were collected on a Rigaku automatic
four-circle diffractometer using graphite-mono-
chromated MoKa radiation. The structure
was refined with a full-matrix least-squares
program; space group: Im-3, lattice constant:
a ¼ 8:055ð4Þ (A, Z ¼ 2; Dcalc ¼ 5:826 g/cm3, F000 ¼
830:00; mðMoKaÞ ¼ 119:96: The conventional re-
sidual (R) and the weighted residual (Rw) are 0.032
and 0.034, respectively. Single crystals of PrRu4P12

were grown by a Sn flux method. The mixtures
with atomic ratio Pr:Ru:P:Sn=1:4:20:50 were
heated at 10001C for a week and then cooled
down slowly to 6001C at 21C/h [11].

By use of synchrotron radiation, powder X-ray
diffraction patterns of PrRu4P12 were measured
with a diamond-anvil cell and an imaging plate up
to 50GPa at room temperature [12]. The incident
beam was monochromatized with Si (1 1 1) double
crystals to a wavelength of 0.6888 (A. The pressure
in the diamond-cell was determined from a
pressure shift in the sharp R-line fluorescence
spectrum of ruby. A 4:1 methanol–ethanol solu-
tion was used as the pressure-transmitting fluid.

A high-pressure apparatus with a cubic-anvil
device was used for the resistivity measurement of
PrRu4P12 under hydrostatic conditions up to
8GPa at low temperatures down to 4.2K [13].
Polycrystals of PrRu4P12 were used for measure-
ments of the resistivity and the powder X-ray
diffraction. These samples were prepared at high
temperatures and high pressures [5].

3. Results and discussion

Fig. 1 shows the crystal structure of PrRu4P12

determined from X-ray data of the single crystal.
The resulting positional and thermal parameters
are given in Table 1. The interatomic distances and
angles are listed in Table 2. This structure is
similar to that of LaFe4P12 that has already been
determined from single crystal counter data by

Fig. 1. Crystal structure of PrRu4P12. The Ru atom is taken as

the origin (0 0 0).
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Patterson and Fourier methods [1]. The skutter-
udite-type structure is characterized by formation
of rectangular P4

4� clusters. The P–P distances in
PrRu4P12 are 2.289 (A along the shorter edge and
2.314 (A along the longer edge. These are rather
shorter than the P–P distances (2.289 and 2.356 (A)
in LaFe4P12 although the cell volume of PrRu4P12

is considerably larger than that of the iron
compound. The Ru–P distance is shorter than
the sum of atomic radius (1.34 (A) of Ru atom and
the covalent radius (1.06 (A) of P atom. The Pr–P
distance almost agrees with the sum of the atomic
radius (1.82 (A) of the Pr atom and the atomic
radius (1.28 (A) of the P atom. These distances
in PrRu4P12 suggest metallic bond character. The
X-ray diffraction of PrRu4P12 has been studied at
low temperatures. The positional parameter of the
phosphorus atom is insensitive to temperature.
The ratio of lattice constant (a0 � aT=a0; a0—
room temperature, aT—low temperatures) of
PrRu4P12 decreases with decreasing temperature

at the rate of �8.7� 10�4/K. This value is slightly
smaller than the result of the linear thermal
expansion measured by the three terminal capaci-
tance method [9].

Fig. 2 shows powder X-ray diffraction patterns
of PrRu4P12 with synchrotron radiation at high
pressures and room temperature. The diffraction
lines shift to the high angle region with increasing
pressure. The width of the diffraction lines
becomes broad at higher pressures. Fig. 3 shows
the lattice constant vs. pressure curve for PrRu4P12

up to 50GPa at room temperature. The structural
anomaly in PrRu4P12 is not observed up to 50GPa
at room temperature. The ratio of the lattice
constant (a02aP=a0; a0—ambient pressure, aP—
high pressures) decreases at the rate of
�2.1� 10�2/GPa up to 4.5GPa. Thus, the pres-
sure dependence of the lattice constant is much
larger than its temperature dependence. The
pressure vs. volume curve for PrRu4P12 can be
fitted by a Birch equation of state [14]. The bulk

Table 1

Positional and thermal parameters in PrRu4P12 at ambient

pressure

Pr Ru P

Im%3 2(a) 8(c) 24(g)

x 0 0.2500 0

y 0 0.2500 0.3579

z 0 0.2500 0.1437

U11 0.0074 (3) 0.0019 (3) 0.0051 (4)

U22 U11 U11 0.0033 (4)

U33 U11 U11 0.0035 (4)

Beq 0.582 (4) 0.151 (4) 0.31 (2)

Table 2

Interatomic distances and angles in PrRu4P12 at ambient

pressure

Interatomic distances ( (A) Interatomic angle (deg)

Pr–P 3.107 (1) (12� ) Pr–P–Ru 78.04 (3)

Pr–Ru 3.488 (1) (8� ) Pr–P–P0 158.13 (2)

Ru–P 2.355 (1) (6� ) Pr–P–P00 68.13 (2)

P–P0 2.314 (2) (1� ) Ru–P–P0 111.67 (2)

P–P00 2.289 (2) (1� ) Ru–P–P00 111.33 (2)

Ru–P–Ru 117.56 (5)

P0–P–P00 90

Fig. 2. Powder X-ray diffraction patterns of PrRu4P12 at high

pressures.
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modulus obtained by a least-squares fit is
207712GPa for PrRu4P12. This value is about
2.8 times that of PrP with a NaCl-type structure
[12]. PrRu4P12 is a very hard material.

Fig. 4 shows the electrical resistivity vs. tem-
perature curves for PrRu4P12 at high pressures.
The resistivity decreases with increasing pressure
up to 8GPa under hydrostatic conditions. When
the temperature dependence of the resistivity of
the phosphide is measured at constant pressures,
the MI transitions are observed at low tempera-
tures and high pressures. The semiconductor-like
behavior below the TMI in PrRu4P12 is markedly
suppressed at around 8GPa. Fig. 5 shows the
effect of pressure on TMI for PrRu4P12. TMI

rapidly increases with pressure at the rate of about
0.9K/GPa up to 4.5GPa. Above 6GPa, TMI

abruptly decreases with increasing pressure.
PrRu4P12 shows the MI transition at around

62K under ambient pressure. This anomalous
behavior does not arise from magnetic ordering
and valence fluctuations based on the f electrons in
Pr [5,6]. A l-like second order-type anomaly in the
specific heat appears at TMI; this does not depend
on the magnetic field at least up to 12T [10].
Superlattice spots in the single crystal of PrRu4P12

are observed below the TMI; this may arise from

the opening of a band gap due to a nesting of the
Fermi surface [11]. The appearance of the super-
lattice structure provides two possible origins of
the MI transition, a charge density wave (CDW)
transition or antiferro-quadrupolar (AFQ) order-
ing. Matsuhira et al. suggest that the MI transition
in PrRu4P12 is due to the CDW transition rather

Fig. 3. Lattice constant vs. pressure curve for PrRu4P12.

Fig. 4. Resistivity vs. temperature curves for PrRu4P12 at high

pressures.

Fig. 5. TMI plotted as a function of pressure for PrRu4P12.
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than the AFQ transition from the detailed study of
the electronic specific heat [15].

We have studied the magnetic susceptibility and
electrical resistivity of the alloys La1�xPrxRu4P12

diluted by La atom [16]. As the lattice constant in
the alloys increases with increasing La concentra-
tion, the average Pr–Pr distances increase. TMI of
the alloys shifts to lower temperatures with
increasing La concentration.

The lattice constant of PrRu4P12 decreases from
8.057 (A at ambient pressure to 7.887 (A at 4.5GPa.
Thus, the distance between the nearest Pr atoms
decreases from 6.98 (A at ambient pressure to
6.82 (A at 4.5GPa. The increase of inter-site
interactions between Pr atoms drives up TMI: This
tendency is consistent with the result of the alloys
La1�xPrxRu4P12. However, TMI surprisingly de-
creases with increasing pressure above 4.5GPa
although the Pr–Pr distances shorten successively
with pressure. The resistivity of PrRu4P12 below
TMI is remarkably suppressed at around 8GPa.
The f-electrons in PrRu4P12 may easily be itinerant
in the crystal at higher pressures. Thus, these
results suggest that the MI transition in PrRu4P12

may disappear at very high pressures. As
PrRu4As12 shows superconductivity at around
2.4K [17], PrRu4P12 may behave as a super-
conductor at very high pressures.
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Abstract

Electrical resistivity of layered vanadium oxides Na
���

Ca
�
V

�
O

�
and Ca

���
Li

��	
V

�
O

�
has been measured under high

pressures of up to 10GPa. These compounds have V}O networks forming a two-leg spin-ladder layer in some

composition range. In the spin-ladder compound Na
���

Ca
�
V

�
O

�
, electrical resistivity measurements show semicon-

ducting behavior. However, the electrical resistivity has been signi"cantly reduced under high pressure, although it
remains semiconducting up to 8GPa. On the other hand, the electrical resistivity of Ca

���
Li

��	
V

�
O

�
which also has

a two-leg spin-ladder layer is lower than Na
���

Ca
�
V

�
O

�
by several orders of magnitude. The electrical resistivity of

Ca
���
Li

��	
V

�
O

�
was greatly reduced even at low-temperature range by applying pressure. � 2001 Elsevier Science B.V.

All rights reserved.

Keywords: Spin ladder; Metal}insulator transition; Pressure

1. Introduction

Great attention has been paid to the so-called spin-

ladder materials. While several cuprate high-¹
�
super-

conductors have been found out, discovery of new super-

conducting materials is strongly desired to elucidate the

high-¹
�
mechanism and "nd out new superconductors

having higher ¹
�
. In such an investigation spin-ladder

materials were thought to be good candidates as new

superconducting systems. Spin-gap behavior which is

one of the characteristic properties of cuprate supercon-

ductors was theoretically predicted [1,2] and later ob-

served in even-leg spin-ladder materials such as

SrCu
�
O

	
[3,4]. Sr

����
Ca

�
Cu

��
O

��
has also been

studied as a spin-ladder material; its electrical resistivity

is greatly reduced by substituting Ca for Sr showing

semiconducting behavior over the entire composition

*Corresponding author. Fax: #81-3-5317-9432.

E-mail address: hiroki@chs.nihon-u.ac.jp (H. Takahashi).

ranges. However, insulator}metal transition occurs un-
der high pressure. In addition to the insulator}metal
transition, superconductivity was discovered at pressure

larger than 4GPa [5] with ¹
�
increasing up to 12K at

6GPa. The e!ect of high pressure seems to play an
important role for the delocalization of carriers in the

ladder layer. Although the characterization of this super-

conductivity is di$cult due to the necessity of a high-
pressure technique, a recent advanced high-pressure

technique revealed the magnetic properties of this super-

conducting material [6].

Recently, doping e!ects on vanadate spin-ladder ma-
terials have been intensively investigated in relation to

low-dimensional magnetic and electrionic properties

[7,8]: spin-gap behavior has been reported in CaV
�
O

�
[9], and substitution of Na for Ca has been achieved,

leading to a greatly reduced electrical resistivity in the

Na
���

Ca
�
V

�
O

�
system [10,11]. However, they show

semiconducting behavior over the entire substitution

range. Hence, high-pressure techniques are expected to

be a powerful tool to study metallization in this system.

Here we report the pressure e!ects on the electrical

0304-8853/01/$ - see front matter � 2001 Elsevier Science B.V. All rights reserved.
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Fig. 1. Pressure dependence of the electrical resistivity for

Na
���
Ca

��
V

�
O

�
, Na

��	
Ca

���
V

�
O

�
, and Ca

���
Li

��	
V

�
O

�
.

Fig. 2. Temperature dependence of the electrical resistivity for (a) Na
���
Ca

��
V

�
O

�
and (b) Ca

���
Li

��	
V

�
O

�
measured at constant

pressures, respectively.

resistivity of this system and lately synthesized

Ca
���
Li

��	
V

�
O

�
. The electrical resistivity of

Ca
���
Li

��	
V

�
O

�
is much smaller than that for the

Ca
���

Na
�
V

�
O

�
system.

Polycrystalline samples of Na
���

Ca
�
V

�
O

�
and

Ca
���
Li

��	
V

�
O

�
have been synthesized under high-pres-

sure conditions. The lattice constants along the a and
b-axis remain almost constant with changing x, while the
one along the c-axis decreases with decreasing x. Details
of sample preparations are described elsewhere [10,11].

Electrical resistivity measurements were carried out un-

der high pressures at low temperature by means of a DC

four-probe technique. A cubic-anvil apparatus was used

to generate hydrostatic pressures up to 10GPa at tem-

peratures down to 4K. During these measurements the

pressure was controlled to be kept constant on both

cooling and heating processes.

Fig. 1 shows the pressure dependence of the electrical

resistivity at room temperature for Na
���
Ca

��
V

�
O

�
,

Na
��	
Ca

���
V

�
O

�
, and Ca

���
Li

��	
V

�
O

�
. The electrical

resistivity is greatly reduced under high pressure for each

material, as shown in Fig. 1. While the electrical resistivi-

ties of Na
���
Ca

��
V

�
O

�
and Na

��	
Ca

���
V

�
O

�
decrease

to �
���

the value at 8GPa compared with the one at 1 atm,

the electrical resistivity of Ca
���
Li

��	
V

�
O

�
decreases to �

�
the value at 10GPa. Figs. 2(a) and (b) show the temper-

ature dependence of the electrical resistivity at several

constant pressures for Na
���
Ca

��
V

�
O

�
and

Ca
���
Li

��	
V

�
O

�
, respectively. From Fig. 2(a) the electri-

cal resistivity of Na
���
Ca

��
V

�
O

�
decreases with pres-

sure and the shape of the �(¹) curve does not change
signi"cantly up to the maximum pressure. On the other

hand, it is observed from Fig. 2(b) that the electrical

resistivity of Ca
���
Li

��	
V

�
O

�
decreases with pressure

especially in the low-temperature range. However, the

electrical resistivity still displays semiconducting behav-

ior even at the maximum pressure of 10GPa.

In spin-ladder materials it is thought that the conduc-

tion of carriers occurs through the ladder layer. All these

experiments make it clear that the pressure plays an

important role in delocalizing carriers in the ladder layer,

which is similar to the pressure e!ect observed in the
Sr

����
Ca

�
Cu

��
O

��
system. From Fig. 1 the lowest resis-

tivity for Ca
���
Li

��	
V

�
O

�
is 4�10��� cm at 300K and

10GPa. In the superconducting Sr
���
Ca

����
Cu

��
O

��
spin-ladder system, the electrical resistivity is about

4�10��� cm at 300K and 3GPa [12]. The electrical

resistivity in usual high-¹
�
superconductors is less than

1�10�	� cm at 300K. Thus, further carrier doping

and/or applying higher pressure are thought to be neces-

sary to give rise to the insulator}metal transition in this
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system. Superconductivity is also expected in such a me-

tallic phase.
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Pressure-induced semiconductor-metal-semiconductor transitions in FeS
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The semiconductor-metal-semiconductor transitions in stoichiometric FeS compounds were observed under
nearly hydrostatic pressure condition up to 8 GPa and a temperature down to 4 K. In the low-pressure
semiconductor state, the energy gap caused by the electron correlation decreases with a volume reduction. On
the other hand, FeS in a high-pressure semiconductor state is a band insulator and the energy gap increases
with pressure when the gap is formed between the occupied nonbonding and unoccupied antibonding bands. In
the metallic phase at intermediate pressure range FeS can be regarded as a strongly correlated metal because of
the large quadratic temperature dependence of resistivity at low temperature.
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I. INTRODUCTION

It is well known that the electron correlation plays an
important role in 3d transition-metal compounds since con-
ventional one-electron band-structure calculations do not ex-
plain some of the experimental results in many of these com-
pounds. Accordingly, there is a tendency for 3d electrons to
be localized in these compounds and then systems become
antiferromagnetic insulators. The electronic properties of
these compounds have been renewed as interesting subjects
since the discovery of high-Tc superconductors because the
parent compounds are antiferromagnetic insulators. One of
the interesting properties in these compounds is an insulator-
metal transition. Recently Zaanen, Sawatzky, and Allen
�ZSA� have developed a general framework for these com-
pounds using the three-band Hubbard model.1 The ligand-to-
metal charge-transfer energy � and the ligand-to-metal hy-
bridization interaction tpd , as well as the d-d Coulomb
interaction U are explicitly included as parameters in their
model Hamiltonian.

The possible ground states of transition-metal compounds
can be classified into four regimes based on the relative mag-
nitudes of �, U, and the bandwidth W according to the ZSA
scheme. In the Mott-Hubbard regime for U�� , there are an
insulating state with a gap due to U for U�W and a d-type
metallic state for U�W where both holes and electrons are
in the d bands. On the other hand, for U�� , compounds
become the charge-transfer insulators if ��W and p-type
metals if ��W where holes are in the anion valence band.
Although the character of elements in these compounds is
dominant in these high-energy-scale charge fluctuations, this
ZSA scheme has been successful to describe the ground-state
properties of these compounds. Since pressure can change a
bond length as well as a bond angle, these parameters such as

�, U and W can be varied much larger by pressure than by
temperature and magnetic field. Thus there is great interest to
study pressure-induced phase transitions in these com-
pounds.

In 3d transition-metal chalcogenides the ligand-to-metal
hybridization interaction generally becomes stronger than
that in oxides because of the large covalency between the
transition-metal d orbitals and the anion p orbitals. At the
ambient conditions, stoichiometric FeS has the troilite crystal
structure that is closely related to a NiAs type and is an
antiferromagnetic semiconductor with TN�589 K. The
phase transition from the troilite to NiAs type structures
occurs at about 420 K.2,3 FeS is believed to belong to
the intermediate regime, where ��U and U is not so
large.4,5 As indicated by high-pressure x-ray diffraction
measurements,6–9 it undergoes two successive first-order
phase transitions with increasing pressure at room tempera-
ture. The first transition occurs at 3.5 GPa and the structure
transforms to a MnP type. The second transition takes place
at 6.5 GPa with about 7% volume reduction. The structure
above 6.5 GPa was determined to have a monoclinic unit cell
with space group P21 /a .10

The previous high-pressure resistance measurement11 in-
dicated that FeS shows a slight increase in resistance with
temperature above 8 GPa. On the other hand, recently non-
metallic behaviors in resistance were observed at 6 and 10
GPa down to about 80 K.12 The measurement of 57Fe Möss-
bauer spectra was carried out under pressure up to about 15
GPa.13 It was found that the significant change in volume
dependence of the center shift occurs around 6.5 GPa. This
result indicates a distinct change of the 3d electron configu-
ration on Fe ion at the second phase transition. Recently, the
Mössbauer study showed the nonmagnetic quadrupole spec-
trum down to 5 K at 12 GPa and the x-ray emission experi-
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ments under pressure observed the pressure-induced reduc-
tion of the satellite amplitude in these spectra around 6.3
GPa.12,14 These results strongly suggest that this second
phase transition is the high-spin to low-spin transition in the
Fe2� ion.

It was indicated that FeS belongs to the boundary between
the charge-transfer and Mott-Hubbard insulators in the ZSA
scheme.1,4 Its pressure-induced phase transitions have been
very controversial since the two successive structural phase
transitions were observed. The electrical resistivity of
stoichiometric FeS compound was measured under hydro-
static pressure up to 8 GPa in the temperature range from 4 K
to room temperature. We report evidence of pressure-
induced semiconductor-metal-semiconductor transitions in
FeS and discuss the electronic properties in each phase from
the temperature dependence of resistivity.

II. EXPERIMENT

Polycrystalline samples were prepared using the follow-
ing procedure. Appropriate amounts of starting materials Fe
�99.998% purity� and S �99.9999% purity� were sealed in an
evacuated silica tube and then were heated to 900 °C for
several days; the product was ground in an Ar atmosphere
and kept at 900 °C for further several days. Sulfur vapor
reacted to the iron block completely during these processes.
The almost stoichiometric FeS compound was produced by
slow cool from 800 °C. The obtained sample was analyzed
by the x-ray diffraction using Cu K� radiation and was con-
firmed to be in single phase with the troilite structure. The
estimated lattice parameters, a and c, are (5.965�0.001) and
(11.757�0.002) Å, respectively. Iron sulfide, Fe1�xS, has a
substantial deficiency at the iron sites in the range 0�x
�0.15. The obtained sample has a purely stoichiometric
composition with experimental accuracy as determined using
the empirical relation for the concentration of Fe in Fe1�xS
vs the �102� interplanar spacing with the NiAs-type
structure,15 which corresponds to the �114� interplanar spac-
ing with the troilite structure.

A cubic-anvil type apparatus was used to measure the
electrical resistance under pressure up to 8 GPa at tempera-
ture down to 4 K.16 The force applied to the apparatus was
controlled to keep constant during measurements; these mea-
surements were always performed at constant pressure. Pres-
sure was retained nearly hydrostatic in a Teflon cell filled
with Fluorinert as a pressure-transmitting medium. Pressure
was calibrated by a measurement of resistance of Bi metal
under applied force at room temperature. The electrical re-
sistance under high pressure was measured by a standard dc
four-probe technique. Gold wires of 20 �m in diameter were
used as electrical leads with silver paint contact on the sur-
face of sample. The typical size of sample under pressure is
about 0.7�0.3�0.3 mm3. The temperature dependence of
resistance was measured with increasing temperature at vari-
ous pressures and the pressure was always increased at room
temperature. All resistance data were obtained in the Ohmic
relation between applied current and observed voltage. The
absolute accuracy of resistivity under pressure is limited be-
cause of the uncertainties in determinations of length be-

tween the electrical leads and area perpendicular to the cur-
rent. Then the obtained resistance data under pressure were
normalized to the absolute resistivity determined at the am-
bient conditions although the estimated resistivity in the
cubic-anvil type apparatus at the ambient conditions is
roughly consistent with the absolute one.

III. EXPERIMENTAL RESULTS

Figure 1 shows the room temperature electrical resistivity,
�, of FeS as a function of pressure. Initially the � value
decreases exponentially with increasing pressure up to 2.5
GPa and abruptly decreases around 3.5 GPa. Furthermore, �
decreases up to 6.6 GPa and then increases with increasing
pressure. These two anomalies in pressure dependence of �
indicate the occurrence of two successive phase transitions
and these transition pressures are consistent with those of the
structural phase transitions.6,10 Although the phase transition
at 6.6 GPa is a first order one with about 7% volume reduc-
tion, the pressure dependence of � varies with no discontinu-
ity around 6.6 GPa and there is no observable hysteresis with
pressure. The about two orders decrease of magnitude in �
around 3.5 GPa suggests that a activation energy in � should
go to zero. From now on, we call the phases below 3.5 GPa,
between 3.5 and 6.6 GPa, and above 6.6 GPa as phases I, II,
and III, respectively.

FIG. 1. Pressure dependence of resistivity � in stoichiometric
FeS compound at room temperature.
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Figure 2�a� shows the typical temperature dependencies
of � at various pressure. As seen in this figure, the resistivity
exhibits nonmetallic behavior below 3 GPa, where a tem-
perature coefficient of � is negative in the whole observed
temperature range. Although there are some tendencies for �
to saturate at low temperature, the resistivity exhibits acti-
vated behavior above 150 K, which is referred to as the
intrinsic property. Since the electronic contribution in low-
temperature specific heat of FeS is almost zero at ambient
pressure,17 the ground state has an insulating character. Thus
the value of activation energy Ea is estimated from the re-
sistivity curves in the intrinsic temperature region by the
equation

���	 exp�Ea/2kBT �, �1�

where �	 is the high-temperature resistivity and kB is the
Boltzmann’s constant.

The Ea values estimated by this way are shown in Fig. 3
as a function of pressure. The Ea value at ambient pressure
(38.9�0.1) meV, is in good agreement with the value 40
meV determined previously by measurements of resistivity

on a single crystal Fe0.996S.3 Since the Ea value decreases
with pressure, we obtained a linear fit of the form

Ea��39.0�0.3���4.5�0.2�P�GPa� meV �2�

within the accuracy of the data. The critical pressure is
evaluated to be (8.7�0.1) GPa by extrapolating Ea to zero, a
value that is much higher than the critical pressure, 3.5 GPa,
at room temperature.

As seen in Fig. 2�a�, the temperature dependence of � at
4.4 GPa clearly shows a metallic behavior down to 4 K.
Accordingly the anomaly in pressure dependence of �
around 3.5 GPa at room temperature corresponds to a
pressure-induced semiconductor-metal transition in FeS. The
residual resistivity �0 is 11.90 �
 cm and the residual resis-
tivity ratio is 32 at 4.4 GPa. These values are comparable
with those of pressure induced metallic state of V2O3.

18 The
�0 value is much smaller than those of metallic states in
carrier-doped systems.19 The temperature dependence of � is
markedly different from a usual metal. Figure 2�b� shows a
plot of (���0) vs T at 4.4 GPa as logarithmic scales. Ex-
perimental results indicate a relation (���0)�T�, and the �
value is estimated to be (2.09�0.05) at 4.4 GPa. This nearly
quadratic temperature dependence of � implies that the
electron-electron collision is an important effect in low-
temperature resistivity in phase II. It was found that � is

FIG. 2. Typical temperature dependencies of resistivity � in sto-
ichiometric FeS compound at various pressure �a� and a plot of
(���0) vs T at 4.4 GPa as logarithmic scales, �b� where �0 is the
residual resistivity. The solid line represents the result of fitting.

FIG. 3. Pressure dependence of the activation energy Ea in the
semiconductor states of FeS. The solid lines represent the results of
fitting.
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almost independent of temperature above 270 K. The similar
tendency for resistivity to saturate was observed above 300
K in the metallic state of V2O3.

18

Further increasing pressure above 6.6 GPa, the tempera-
ture dependence of � shows nonmetallic behavior again as
seen in Fig. 2�a�. This result is consistent with that of the
recent resistance measurement at 10 GPa down to about 80
K.12 In our previous paper,13 we proposed the nonmagneti-
cally metallic state of FeS in this phase. However, our pro-
posed electronic state is inconsistent with the present result
of �. The anomaly in pressure dependence of � around 6.6
GPa at room temperature, thus, indicate a re-entrant metal-
semiconductor transition. As observed in phase I, there are
similar tendencies for � to saturate at low temperature. How-
ever, � exhibits activated behavior above 200 K. Thus the Ea
value is estimated from the resistivity curves in the intrinsic
temperature region using Eq. �1�. As shown in Fig. 2�a�,
significant anomaly is found at 55 K in the temperature de-
pendence of � at 6.2 GPa. At higher temperature � behaves
like metallic and at lower temperature � nonmetallic. Ac-
cordingly the Ea value at 6.2 GPa is estimated in the tem-
perature between 30 and 50 K. The obtained Ea values are
also shown in Fig. 3 as a function of pressure. In contrast
with the pressure dependence of Ea in phase I, it is found
that Ea increases with pressure in phase III. Within the ac-
curacy of the data, we also obtained linear fit of the form

Ea���125�6 ���21.8�0.5�P�GPa� meV. �3�

If �	 in Eq. �1� is assumed to be independent of pressure and
Ea��(P�Pc), the resistivity would increase exponentially
with pressure. It is noted that � as determined from the slope
of � at room temperature for P6.8 GPa is 20.4 meV/GPa in
good agreement with dEa /dP determined from Eq. �3�.

IV. DISCUSSION

As shown in Fig. 3, it seems that Ea depends linearly on
pressure in phase I. However, the critical pressure 8.7 GPa,
determined from Eq. �2�, is much higher than 3.5 GPa where
pressure dependence of � shows anomaly at room tempera-
ture. According to the ZSA scheme, the pressure dependence
of gap in electronic structure is related to the pressure depen-
dence of U or �, W, and the hybridization of the electron
configurations. These values do not depend directly on pres-
sure but on a bond length as well as bond angle. From the
pressure dependence of volume6,7 and Eq. �2�, we approxi-
mately obtained a linear dependence of Ea on the volume
with the form

Ea��38.8�0.1���335�4 ��V/V0 meV, �4�

where �V/V0��V(0)�V(P)�/V(0). The critical value of
�V/V0 is estimated to be (0.11�0.01), which corresponds
to be the volume of phase II with MnP-type structure. Thus it
is suggested that the volume reduction induced by pressure
in phase II is sufficient to close the gap caused by the elec-
tronic correlation in phase I.

It is confirmed that the semiconductor-metal transition
takes place at around 3.5 GPa in FeS. At least, the structure

of FeS transforms from the troilite to the MnP-type with this
transition at room temperature. Thus, this transition is possi-
bly caused by the electronic correlation and/or electron-
phonon coupling. First we will discuss a distortion in the
FeS6 octahedra with this structural transition. The FeS6 octa-
hedra in the troilite structure with hexagonal symmetry have
more complex distortion than the trigonal one from Oh sym-
metry. A quantitative measure of distortion in octahedra is
given by a quadratic elongation, �, and an octahedral angle,
��

2, which are linearly correlated.20 The mean values of �
and ��

2 are defined as

�̄��
i�1

6 � l i
l0

� 2�6 �5�

and

��
2��

i�1

12

�� i�90° �2/11, �6�

respectively, where l0 is the center-to-vertex distance for an
octahedron with Oh symmetry whose volume is equal that of
the distorted octahedron with bond lengths l i , and � i are
bond angles. At the ambient conditions, �̄�1.019 and ��

2

�59.92 of the FeS6 octrahedra with the troilite structure.6

Although the MnP-type structure has an orthorhombic sym-
metry, the value of �(�c/)b�1), which is a measure of
orthorhonbic distortion from the hexagonal symmetry, is
evaluated to be just 0.7% in phase II. In 3d-monopnictides
with the MnP-type structure,21 these � values are about 7%,
which are 10 times larger than that in phase II. Thus the b-c
plane has the pseudohexagonal cell matrix in phase II. At 6.3
GPa and room temperature,6 �̄�1.018 and ��

2�63.04, which
are comparable to those in phase I. Consequently, the distor-
tion of the Fe atom’s coordination polyhedra does not essen-
tially change at this structural phase transition.

Next we will discuss the electronic states of Fe ion in
phases I and II. It was found by Mössbauer spectroscopy
under pressure12,13 that the Fe state in FeS has divalent with
high-spin configuration up to 6.3 GPa. Recently this result is
confirmed by x-ray emission spectroscopy under pressure
where well-defined satellite below 13 eV from the main peak
was observed in the emission spectra up to 6.3 GPa.14 Since
the center shift of Fe in FeS decreases linearly with decreas-
ing volume up to 6.3 GPa, there is no discontinuous charge
transfer between Fe and S ions at the semiconductor-metal
transition. Therefore the electronic correlation plays an im-
portant role in this pressure-induced collapse of energy gap
in spite of the structural transformation. It is noticed that
there is antiferromagnetic order in FeS up to 6.6 GPa at room
temperature.12,13,22

The temperature dependence of � in phase II is well char-
acterized with the relation, ���0�AT2, at least up to 30 K.
The coefficient A was obtained to be (7.52�0.02)�10�3

and (5.4�0.3)�10�3 �
 cm/K2 at 4.4 and 5.5 GPa, respec-
tively, by the least-squares fitting in the temperature range
between 4 and 25 K. These values are about 500 times larger
than the typical values of transition metals23 and comparable
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with those of the highly correlated electron systems.18,19 This
large A value suggests that the electronic state in phase II is
a highly correlated metal. The pressure-induced decrease in
A is attributed to the decrease of the electron correlation
because W increases with pressure and U decreases because
of increasing a screening effect.

At higher temperature in phase II, � linearly increases
from 80 K and is almost independent of temperature above
270 K. It seems that the tendencies for � to saturate in the
metallic V2O3 above 300 K are caused by the strongly
electron-electron scattering effect because the large A value
was observed. In normal metals, the characteristic tempera-
ture of flattening in resistivity is an order of the Fermi en-
ergy. However, the large enhancement of effective mass due
to the correlation in metal decreases this characteristic tem-
perature. If we regard the flattening in � of FeS as the effect
of large mass enhancement, the characteristic temperature is
evaluated to be an order of room temperature. This evaluated
characteristic temperature is probably too low because the A
values in FeS are five times smaller than those in the metallic
V2O3. Thus, whether the observed anomaly in � of metallic
FeS at high temperature is coupled with the highly correlated
metal state is still an open question for experiment.

It was found by the present electronic measurements that
the phase III shows nonmetallic behavior down to 4 K. The
estimated Ea value increases with pressure at the rate of 21.8
meV/GPa in phase III, while Ea decreases with pressure in
phase I. This increment of Ea with pressure cannot be ex-
pected for the insulators where the electronic correlation
causes to open up a gap in electronic structure. Accordingly,
phase III is most likely to be a band insulator rather than the
Mott-Hubbard or charge-transfer insulator.

This nonmetallic behavior is consistent with the results of
previous and recent Mössbauer and x-ray emission measure-
ments where the Fe state in this phase is suggested to have
the low-spin Fe�II� state.12,14 Even though the lower local
symmetry and the probability of covalent bonding compli-
cate the situation in FeS, the large volume reduction at this
phase transition suggests that not only the bandwidth but also
the hybridization of the electron configurations is increased.

These increments with the compression would induce the
high-spin to low-spin transition in the Fe2� ion as observed
in the system FeS2-MnS2.

24,25

Although the local symmetries at Fe sites in this phase are
more distorted from Oh symmetry than those in phases I and
II, the orbitals of Fe 3d with an eg doublet character would
have a large overlap with the S 3p orbitals. This �-type over-
lap forms the antibonding state with highest energy and the
bonding state with lowest energy around the Fermi level
where the former is predominantly of Fe 3d character and
the later predominantly of S 3p character. Therefore, the
low-spin Fe�II� state in FeS consists of the occupied non-
bonding band with a mainly t2g triplet character where de-
generacy is lifted by the distortion and the unoccupied anti-
bonding band. Since the increment of Ea with pressure was
observed in this phase, the gap between the nonbonding and
antibonding bands increases more rapidly with the pressure-
induced overlap than the bandwidth.

V. CONCLUSION

We have measured the electrical resistivity of stoichio-
metric FeS compound under pressure. It was found that the
semiconductor-metal and metal-semiconductor transitions
occur at 3.5 and 6.6 GPa, respectively. In phase I, Ea de-
creases linearly with �V/V0 and the estimated critical
�V/V0 value corresponds to be the volume of phase II with
the MnP-type structure. The volume reduction induced by
pressure in phase II is sufficient to close the gap caused by
the electronic correlation in phase I. On the other hand, Ea
increases with pressure and then phase III is most likely to be
a band insulator. As result of the large volume reduction in
phase III, the Fe state changes from the high-spin to low-spin
Fe�II� state and the electronic structure consists of the occu-
pied nonbonding and unoccupied antibonding bands around
the Fermi level. In phase II, the resistivity rises quadratically
with temperature at low temperature. It was found that the A
values are much larger than the typical values of transition
metals. This large A value suggests that the electronic state in
phase II is a highly correlated metal.
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Abstract

We report on the resistive upper critical "eld, H
��
(¹) for the hole-doped two-leg ladder Sr

����
Ca

�
Cu

��
O

��
(x"12)

single crystal, which becomes superconducting with ¹
�
&5K in a pressure above &3.0GPa. From the results of

magneto-transport measurements on a single sample at a pressure of 3.5GPa, H
��
(¹) has been determined up to 20T

along the a-axis (� ladder) and up to 7T both along the b-axis (� ladder-plane) and along the c-axis (�� ladder). A clear
di!erence in H

��
(¹) is observed among these three directions, indicating that this system has an anisotropic supercon-

ducting ground state. Also, it is found that H�
��
(¹) shows non-linearity near ¹

�
at zero "eld and no saturation down to

¹/¹
�
&0.03, exhibiting an upward curvature. Furthermore, H�

��
is found to exceed the Pauli limit by a factor of more

than 2. This fact suggests a possibility of triplet superconductivity. � 2001 Elsevier Science B.V. All rights reserved.

Keywords: Spin ladders; Superconductors; Low-dimensional system; High pressure

Since the discovery of superconductivity in the hole-

doped two-leg ladder compound Sr
����

Ca
�
Cu

��
O

��
[1,2], the study of ladder materials has been one of the

most attractive and active ones in the "eld of low-dimen-
sional systems [3]. This spin-ladder system becomes

superconducting with ¹
�
&5K in a pressure above

&3.0GPa, and, at present, is the only known supercon-

ducting ladder material, although its superconducting

properties have been reported only in a previous paper

[4], describing preliminary results for the upper critical

"eld of the Sr
�
Ca

��
Cu

��
O

��
single crystal. Those results

suggest that superconducting correlations along the

interladder direction are stronger than along the ladder

direction, although the normal state conductivity is

higher along the c-axis (�� ladder) than along the a-axis
(�� interladder) [2]. However, in those experiments three
di!erent batches of the single crystal were used for each
AC susceptibilitymeasurement in the "eld along di!erent
axis. Therefore, a possibility still remains that the results

depend on the measured batches because the supercon-

ductivity begins to appear at a certain critical pressure,

the value of which may depend on the batch. In other

words, it is di$cult to reproduce the same high-pressure
condition, which induces the superconductivity, in each

measurement. In order to eliminate the above possibility,

here we perform magneto-transport measurements on

a single sample to clarify the anisotropy of the upper

critical "eld of Sr
�
Ca

��
Cu

��
O

��
.

Single crystals of Sr
�
Ca

��
Cu

��
O

��
were grown by the

travelling-solvent #oating zone method using an infrared
furnace under oxygen gas. Using a newly developed self-

clamped high-pressure cell [5,6] which employs Bridg-

man anvils with a Te#on capsule "lled with a pressure
transmitting medium (a 1:1 mixture of Fluorinert FC 70

and FC 77), we can pressurize a delicate sample such as

oxide or organic crystals under hydrostatic conditions up

0304-8853/01/$ - see front matter � 2001 Elsevier Science B.V. All rights reserved.
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Fig. 1. Temperature dependence of resistivity along the c-axis,
�
�
, of Sr

�
Ca

��
Cu

��
O

��
at 3.5GPa in various magnetic "elds

applied along the a-axis.

Fig. 2. Temperature dependence of the resistive upper critical

"eld, H
��
(¹), of Sr

�
Ca

��
Cu

��
O

��
at 3.5GPa for H��a-axis,

where several ways determining ¹
�
are used as illustrated in the

inset.

Fig. 3. Temperature dependence of the resistive upper critical

"eld, H
��
(¹), of Sr

�
Ca

��
Cu

��
O

��
at 3.5GPa for H��a-axis

(closed circles), H��b-axis (open squares) and H��c-axis (open
circles). A broken line indicates the Pauli limit, H

�
.

to&6GPa and measure the absolute values of electrical

resistivity by four-probe technique. Because of its com-

pact body, we can attach the high-pressure cell to a dilu-

tion refrigerator which can be set in a superconducting

magnet of cylindrical 20T or horizontally rotatable

split-type 7T. By using these apparatuses, the temper-

ature dependence of resistivity along the c-axis was mea-
sured on a single sample in "elds up to 20T along the
a-axis (� ladder) and up to 7T along the b-axis (� lad-
der-plane) and the c-axis (�� ladder) at temperatures down
to&140mK.

As a typical result, the temperature dependence of the

resistivity along the c-axis, �
�
, of Sr

�
Ca

��
Cu

��
O

��
at

a pressure of 3.5GPa in various magnetic "elds applied
along the a-axis up to 20T is shown in Fig. 1. As seen in
the "gure, the transition shifts to lower temperatures as
the magnetic "eld is increased although a resistive hump,
the origin of which is unknown at present, is observed in

the transition. Fig. 2 shows the resistive upper critical

"eld, H
��
for H��a, de"ned by several ways as illustrated

in the inset. This "gure indicates that essential feature of
the behavior of H

��
is independent of the way determin-

ing¹
�
. From the result,H

��
, de"ned as a midpoint of the

transition, is summarized in Fig. 3, together with the

results for H��b and H��c, where the measuring current is
always parallel to the c-axis. As seen in Fig. 3, the temper-
ature dependence ofH

��
is di!erent for these three direc-

tions such as H�
��

'H�
��

'H�
��
within this measured

temperature and magnetic "eld range, which are in line
with the normal state conductivity anisotropy [2,7] and

in contrast to the previous result [4]. One of the possible

reasons of this discrepancy may be due to the sample

dependence in the previous measurements. Fig. 3 clearly

indicates that the superconducting phase in the present

ladder system is an anisotropic one in the three direc-

tions. If we use the Werthamer}Helfand}Hohenberg
formula [8] as H

��
(0)"!0.7¹

�
(0)(dH

��
/d¹

�
)
�� ���

by

using the slope near ¹
�
(0), we obtain the following esti-

mated values: H�
��
(0)&8T, H�

��
(0)&0.7 T, H�

��
(0)&27T

which corresponds to the Ginzburg}Landau coherence
length as �

�
&120As , �

�
&10 As ,�

�
&400As . As easily
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seen in Fig. 3, these estimated values of H
��
(0) are well

below the obtained experimental values, indicating that

the behavior of H
��
in this ladder material is not de-

scribed by the conventional picture. In particular, it is

found that H�
��
shows non-linearity near ¹

�
(0) and no

saturation down to ¹/¹
�
&0.03, exhibiting an upward

curvature. These behaviors are quite di!erent from those
of conventional BCS superconductors in which H

��
exhibits negative curvature with saturation at low

temperatures. Such anomalous temperature dependences

of H
��

are similar to that of some high-¹
�
super-

conductors (HTSC) in the case of applying magnetic

"elds perpendicular to the CuO
�
planes, which have been

recently observed in Tl
�
Ba

�
CuO

�
[9], Bi

�
Sr

�
CuO

�
[10]

and La
���

Sr
�
CuO

�
[11]. Thus, this anomalous behav-

ior of H
��
is found to be a similarity between the ladders

and HTSC in the superconducting properties in the

magnetic "eld while some similarities in the normal

state properties have been pointed out so far [3]. The

other important fact seen in Fig. 3 is thatH�
��
exceeds the

value of the Pauli limit (in this case&9.0T as indicated

by a broken line in Fig. 3) by a factor of more than 2,

which is given by H
�
(¹"0) " 1.84¹

�
(0) for isotropic

s-wave pairing without spin}orbit scattering [12,13] (or
being reduced by a factor of 0.86 for anisotropic singlet

pairing [14]). Such a large evolution of H
��
at low

temperatures has been observed in the quasi-one-dimen-

sional molecular superconductor (TMTSF)
�
PF

�
[15]

in which the spin-triplet pairing may be realized [16].

Therefore, the behavior of H�
��
exceeding the Pauli limit

suggests a possibility of triplet superconductivity in

Sr
����

Ca
�
Cu

��
O

��
.

This work was supported by a Grant in Aid for Scient-

i"c Research from the Japanese Ministry of Education,

Science and Culture.
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Abstract

Electrical resistivity of layered vanadium oxides Na
���

Ca
�
V

�
O

�
and Ca

���
Li

��	
V

�
O

�
has been measured under high

pressures of up to 10GPa. These compounds have V}O networks forming a two-leg spin-ladder layer in some

composition range. In the spin-ladder compound Na
���

Ca
�
V

�
O

�
, electrical resistivity measurements show semicon-

ducting behavior. However, the electrical resistivity has been signi"cantly reduced under high pressure, although it
remains semiconducting up to 8GPa. On the other hand, the electrical resistivity of Ca

���
Li

��	
V

�
O

�
which also has

a two-leg spin-ladder layer is lower than Na
���

Ca
�
V

�
O

�
by several orders of magnitude. The electrical resistivity of

Ca
���
Li

��	
V

�
O

�
was greatly reduced even at low-temperature range by applying pressure. � 2001 Elsevier Science B.V.

All rights reserved.

Keywords: Spin ladder; Metal}insulator transition; Pressure

1. Introduction

Great attention has been paid to the so-called spin-

ladder materials. While several cuprate high-¹
�
super-

conductors have been found out, discovery of new super-

conducting materials is strongly desired to elucidate the

high-¹
�
mechanism and "nd out new superconductors

having higher ¹
�
. In such an investigation spin-ladder

materials were thought to be good candidates as new

superconducting systems. Spin-gap behavior which is

one of the characteristic properties of cuprate supercon-

ductors was theoretically predicted [1,2] and later ob-

served in even-leg spin-ladder materials such as

SrCu
�
O

	
[3,4]. Sr

����
Ca

�
Cu

��
O

��
has also been

studied as a spin-ladder material; its electrical resistivity

is greatly reduced by substituting Ca for Sr showing

semiconducting behavior over the entire composition

*Corresponding author. Fax: #81-3-5317-9432.

E-mail address: hiroki@chs.nihon-u.ac.jp (H. Takahashi).

ranges. However, insulator}metal transition occurs un-
der high pressure. In addition to the insulator}metal
transition, superconductivity was discovered at pressure

larger than 4GPa [5] with ¹
�
increasing up to 12K at

6GPa. The e!ect of high pressure seems to play an
important role for the delocalization of carriers in the

ladder layer. Although the characterization of this super-

conductivity is di$cult due to the necessity of a high-
pressure technique, a recent advanced high-pressure

technique revealed the magnetic properties of this super-

conducting material [6].

Recently, doping e!ects on vanadate spin-ladder ma-
terials have been intensively investigated in relation to

low-dimensional magnetic and electrionic properties

[7,8]: spin-gap behavior has been reported in CaV
�
O

�
[9], and substitution of Na for Ca has been achieved,

leading to a greatly reduced electrical resistivity in the

Na
���

Ca
�
V

�
O

�
system [10,11]. However, they show

semiconducting behavior over the entire substitution

range. Hence, high-pressure techniques are expected to

be a powerful tool to study metallization in this system.

Here we report the pressure e!ects on the electrical

0304-8853/01/$ - see front matter � 2001 Elsevier Science B.V. All rights reserved.
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Fig. 1. Pressure dependence of the electrical resistivity for

Na
���
Ca

��
V

�
O

�
, Na

��	
Ca

���
V

�
O

�
, and Ca

���
Li

��	
V

�
O

�
.

Fig. 2. Temperature dependence of the electrical resistivity for (a) Na
���
Ca

��
V

�
O

�
and (b) Ca

���
Li

��	
V

�
O

�
measured at constant

pressures, respectively.

resistivity of this system and lately synthesized

Ca
���
Li

��	
V

�
O

�
. The electrical resistivity of

Ca
���
Li

��	
V

�
O

�
is much smaller than that for the

Ca
���

Na
�
V

�
O

�
system.

Polycrystalline samples of Na
���

Ca
�
V

�
O

�
and

Ca
���
Li

��	
V

�
O

�
have been synthesized under high-pres-

sure conditions. The lattice constants along the a and
b-axis remain almost constant with changing x, while the
one along the c-axis decreases with decreasing x. Details
of sample preparations are described elsewhere [10,11].

Electrical resistivity measurements were carried out un-

der high pressures at low temperature by means of a DC

four-probe technique. A cubic-anvil apparatus was used

to generate hydrostatic pressures up to 10GPa at tem-

peratures down to 4K. During these measurements the

pressure was controlled to be kept constant on both

cooling and heating processes.

Fig. 1 shows the pressure dependence of the electrical

resistivity at room temperature for Na
���
Ca

��
V

�
O

�
,

Na
��	
Ca

���
V

�
O

�
, and Ca

���
Li

��	
V

�
O

�
. The electrical

resistivity is greatly reduced under high pressure for each

material, as shown in Fig. 1. While the electrical resistivi-

ties of Na
���
Ca

��
V

�
O

�
and Na

��	
Ca

���
V

�
O

�
decrease

to �
���

the value at 8GPa compared with the one at 1 atm,

the electrical resistivity of Ca
���
Li

��	
V

�
O

�
decreases to �

�
the value at 10GPa. Figs. 2(a) and (b) show the temper-

ature dependence of the electrical resistivity at several

constant pressures for Na
���
Ca

��
V

�
O

�
and

Ca
���
Li

��	
V

�
O

�
, respectively. From Fig. 2(a) the electri-

cal resistivity of Na
���
Ca

��
V

�
O

�
decreases with pres-

sure and the shape of the �(¹) curve does not change
signi"cantly up to the maximum pressure. On the other

hand, it is observed from Fig. 2(b) that the electrical

resistivity of Ca
���
Li

��	
V

�
O

�
decreases with pressure

especially in the low-temperature range. However, the

electrical resistivity still displays semiconducting behav-

ior even at the maximum pressure of 10GPa.

In spin-ladder materials it is thought that the conduc-

tion of carriers occurs through the ladder layer. All these

experiments make it clear that the pressure plays an

important role in delocalizing carriers in the ladder layer,

which is similar to the pressure e!ect observed in the
Sr

����
Ca

�
Cu

��
O

��
system. From Fig. 1 the lowest resis-

tivity for Ca
���
Li

��	
V

�
O

�
is 4�10��� cm at 300K and

10GPa. In the superconducting Sr
���
Ca

����
Cu

��
O

��
spin-ladder system, the electrical resistivity is about

4�10��� cm at 300K and 3GPa [12]. The electrical

resistivity in usual high-¹
�
superconductors is less than

1�10�	� cm at 300K. Thus, further carrier doping

and/or applying higher pressure are thought to be neces-

sary to give rise to the insulator}metal transition in this

H. Takahashi et al. / Journal of Magnetism and Magnetic Materials 226}230 (2001) 246}248 247



system. Superconductivity is also expected in such a me-

tallic phase.

This work was partly supported by Grant-in-Aid Nos.

10440114 and 11554015 from the Ministry of Education,

Science and Culture of Japan.
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Abstract

We report on the resistive upper critical "eld, H
��
(¹) for the hole-doped two-leg ladder Sr

����
Ca

�
Cu

��
O

��
(x"12)

single crystal, which becomes superconducting with ¹
�
&5K in a pressure above &3.0GPa. From the results of

magneto-transport measurements on a single sample at a pressure of 3.5GPa, H
��
(¹) has been determined up to 20T

along the a-axis (� ladder) and up to 7T both along the b-axis (� ladder-plane) and along the c-axis (�� ladder). A clear
di!erence in H

��
(¹) is observed among these three directions, indicating that this system has an anisotropic supercon-

ducting ground state. Also, it is found that H�
��
(¹) shows non-linearity near ¹

�
at zero "eld and no saturation down to

¹/¹
�
&0.03, exhibiting an upward curvature. Furthermore, H�

��
is found to exceed the Pauli limit by a factor of more

than 2. This fact suggests a possibility of triplet superconductivity. � 2001 Elsevier Science B.V. All rights reserved.

Keywords: Spin ladders; Superconductors; Low-dimensional system; High pressure

Since the discovery of superconductivity in the hole-

doped two-leg ladder compound Sr
����

Ca
�
Cu

��
O

��
[1,2], the study of ladder materials has been one of the

most attractive and active ones in the "eld of low-dimen-
sional systems [3]. This spin-ladder system becomes

superconducting with ¹
�
&5K in a pressure above

&3.0GPa, and, at present, is the only known supercon-

ducting ladder material, although its superconducting

properties have been reported only in a previous paper

[4], describing preliminary results for the upper critical

"eld of the Sr
�
Ca

��
Cu

��
O

��
single crystal. Those results

suggest that superconducting correlations along the

interladder direction are stronger than along the ladder

direction, although the normal state conductivity is

higher along the c-axis (�� ladder) than along the a-axis
(�� interladder) [2]. However, in those experiments three
di!erent batches of the single crystal were used for each
AC susceptibilitymeasurement in the "eld along di!erent
axis. Therefore, a possibility still remains that the results

depend on the measured batches because the supercon-

ductivity begins to appear at a certain critical pressure,

the value of which may depend on the batch. In other

words, it is di$cult to reproduce the same high-pressure
condition, which induces the superconductivity, in each

measurement. In order to eliminate the above possibility,

here we perform magneto-transport measurements on

a single sample to clarify the anisotropy of the upper

critical "eld of Sr
�
Ca

��
Cu

��
O

��
.

Single crystals of Sr
�
Ca

��
Cu

��
O

��
were grown by the

travelling-solvent #oating zone method using an infrared
furnace under oxygen gas. Using a newly developed self-

clamped high-pressure cell [5,6] which employs Bridg-

man anvils with a Te#on capsule "lled with a pressure
transmitting medium (a 1:1 mixture of Fluorinert FC 70

and FC 77), we can pressurize a delicate sample such as

oxide or organic crystals under hydrostatic conditions up

0304-8853/01/$ - see front matter � 2001 Elsevier Science B.V. All rights reserved.
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Fig. 1. Temperature dependence of resistivity along the c-axis,
�
�
, of Sr

�
Ca

��
Cu

��
O

��
at 3.5GPa in various magnetic "elds

applied along the a-axis.

Fig. 2. Temperature dependence of the resistive upper critical

"eld, H
��
(¹), of Sr

�
Ca

��
Cu

��
O

��
at 3.5GPa for H��a-axis,

where several ways determining ¹
�
are used as illustrated in the

inset.

Fig. 3. Temperature dependence of the resistive upper critical

"eld, H
��
(¹), of Sr

�
Ca

��
Cu

��
O

��
at 3.5GPa for H��a-axis

(closed circles), H��b-axis (open squares) and H��c-axis (open
circles). A broken line indicates the Pauli limit, H

�
.

to&6GPa and measure the absolute values of electrical

resistivity by four-probe technique. Because of its com-

pact body, we can attach the high-pressure cell to a dilu-

tion refrigerator which can be set in a superconducting

magnet of cylindrical 20T or horizontally rotatable

split-type 7T. By using these apparatuses, the temper-

ature dependence of resistivity along the c-axis was mea-
sured on a single sample in "elds up to 20T along the
a-axis (� ladder) and up to 7T along the b-axis (� lad-
der-plane) and the c-axis (�� ladder) at temperatures down
to&140mK.

As a typical result, the temperature dependence of the

resistivity along the c-axis, �
�
, of Sr

�
Ca

��
Cu

��
O

��
at

a pressure of 3.5GPa in various magnetic "elds applied
along the a-axis up to 20T is shown in Fig. 1. As seen in
the "gure, the transition shifts to lower temperatures as
the magnetic "eld is increased although a resistive hump,
the origin of which is unknown at present, is observed in

the transition. Fig. 2 shows the resistive upper critical

"eld, H
��
for H��a, de"ned by several ways as illustrated

in the inset. This "gure indicates that essential feature of
the behavior of H

��
is independent of the way determin-

ing¹
�
. From the result,H

��
, de"ned as a midpoint of the

transition, is summarized in Fig. 3, together with the

results for H��b and H��c, where the measuring current is
always parallel to the c-axis. As seen in Fig. 3, the temper-
ature dependence ofH

��
is di!erent for these three direc-

tions such as H�
��

'H�
��

'H�
��
within this measured

temperature and magnetic "eld range, which are in line
with the normal state conductivity anisotropy [2,7] and

in contrast to the previous result [4]. One of the possible

reasons of this discrepancy may be due to the sample

dependence in the previous measurements. Fig. 3 clearly

indicates that the superconducting phase in the present

ladder system is an anisotropic one in the three direc-

tions. If we use the Werthamer}Helfand}Hohenberg
formula [8] as H

��
(0)"!0.7¹

�
(0)(dH

��
/d¹

�
)
�� ���

by

using the slope near ¹
�
(0), we obtain the following esti-

mated values: H�
��
(0)&8T, H�

��
(0)&0.7 T, H�

��
(0)&27T

which corresponds to the Ginzburg}Landau coherence
length as �

�
&120As , �

�
&10 As ,�

�
&400As . As easily
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seen in Fig. 3, these estimated values of H
��
(0) are well

below the obtained experimental values, indicating that

the behavior of H
��
in this ladder material is not de-

scribed by the conventional picture. In particular, it is

found that H�
��
shows non-linearity near ¹

�
(0) and no

saturation down to ¹/¹
�
&0.03, exhibiting an upward

curvature. These behaviors are quite di!erent from those
of conventional BCS superconductors in which H

��
exhibits negative curvature with saturation at low

temperatures. Such anomalous temperature dependences

of H
��

are similar to that of some high-¹
�
super-

conductors (HTSC) in the case of applying magnetic

"elds perpendicular to the CuO
�
planes, which have been

recently observed in Tl
�
Ba

�
CuO

�
[9], Bi

�
Sr

�
CuO

�
[10]

and La
���

Sr
�
CuO

�
[11]. Thus, this anomalous behav-

ior of H
��
is found to be a similarity between the ladders

and HTSC in the superconducting properties in the

magnetic "eld while some similarities in the normal

state properties have been pointed out so far [3]. The

other important fact seen in Fig. 3 is thatH�
��
exceeds the

value of the Pauli limit (in this case&9.0T as indicated

by a broken line in Fig. 3) by a factor of more than 2,

which is given by H
�
(¹"0) " 1.84¹

�
(0) for isotropic

s-wave pairing without spin}orbit scattering [12,13] (or
being reduced by a factor of 0.86 for anisotropic singlet

pairing [14]). Such a large evolution of H
��
at low

temperatures has been observed in the quasi-one-dimen-

sional molecular superconductor (TMTSF)
�
PF

�
[15]

in which the spin-triplet pairing may be realized [16].

Therefore, the behavior of H�
��
exceeding the Pauli limit

suggests a possibility of triplet superconductivity in

Sr
����

Ca
�
Cu

��
O

��
.
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